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Abstract Industry 4.0 has become a widely adopted concept in recent years. Maturity and readiness models
are commonly used to assess the current state of industrial organizations in relation to Industry
4.0. Companies’ maturity levels and index scores are typically determined through structured surveys.
However, due to their complexity, time consumption, and high cost, many enterprises lack formally
assessed maturity index (MI) scores. To address this limitation, this study initially employed survey data
to evaluate the accuracy of the proposed machine learning (ML) framework. A 58-question survey was
conducted to calculate the MI scores of the companies. These scores were then used as reference values
to be predicted based on five easily accessible enterprise-level variables: company age, industry type,
ownership structure, number of employees, and annual turnover. This approach tested whether MI could
be accurately predicted without relying on lengthy survey processes, using only a minimal set of key
enterprise attributes. The results of this study demonstrate that MI can be estimated successfully using ML
techniques without the need for answering long and complex surveys. To reduce the burdens associated
with conventional survey-based methods, this study employed multiple ML algorithms, including Support
Vector Machines (SVM), Gaussian Process Regression (GPR), Linear Regression (LR), Regression Trees (RT),
and Ensemble Tree-based models, and advanced boosting-based methods, such as extreme gradient
boosting (XGB) and Light Gradient Boosting Machine (LGBM). The findings demonstrate that the proposed
model predicts MI with high accuracy and offers a practical and scalable alternative for enterprises
seeking to assess their Industry 4.0 readiness.
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Introduction
Industry 4.0 was introduced as a concept at a fair in Germany in 2011. It was used as the name of the

state policy used by the German government for digital transformation. According to this fiction, every
revolutionary change in the industry is divided into phases: Industry 1.0, Industry 2.0, Industry 3.0, and
Industry 4.0. Industry 1.0 represents the invention of steam engines, Industry 2.0 represents electricity and
subsequent production, Industry 3.0 represents the beginning of the digital age, and Industry 4.0 represents
and symbolizes the fully autonomous production approach.

Industry 4.0 has gained autonomous production capability thanks to many technologies. These include
cloud computing, the Internet of Things, artificial intelligence, autonomous robots, sensors, big data, and
3D printers. This way, interaction based on the network, equipment, and data exchange that connect people
and machines are established.

Industry 4.0 significantly contributes to businesses thanks to its technology-based production (Saad et
al., 2021). However, companies must prepare for Industry 4.0 to adapt to the fourth industrial revolution
(Hizam-Hanafiah et al., 2020). Competitiveness depends on efficiency, flexibility, and rapid production.
Digitalization and technological transformation are essential (Çınar et al., 2021; Rahamaddulla et al., 2021).
However, small businesses may not have the resources and equipment necessary for digital transformation,
making competition more difficult (Jesus & Lima, 2020).

Industry 4.0 is a concept that proposes the use of new technologies to increase performance and
efficiency (Chonsawat & Sopadang, 2020). Businesses should conduct internal evaluations, examine their
competitors, and perform planning to determine Industry 4.0 levels and needs. They require maturity
models (MMS) to realize all these processes (Carvalho et al., 2018). While applying for MMS, interviews are
held with companies, and various surveys are conducted. Because of these surveys, companies’ preparation
level for Industry 4.0 can be determined. Appropriate studies should be carried out considering the maturity
level of the companies under Industry 4.0. However, companies must be prepared and willing to allocate
sufficient resources for this process.

The Industry 4.0 level of many companies is unknown due to reasons such as the time required to conduct
surveys and high costs. In this study, the success of machine learning (ML) methods was investigated to
make the industrial maturity index (MI) assessments of many enterprises located in industrial zones faster,
more economical, and more accessible.

Background and Literature
Candanedo et al. (2018) conducted an extreme case study using the heating, ventilation, and air condi-

tioning systems (HVAC) dataset. Kuo et al. (2017) explored using inexpensive triaxial sensors to monitor
machines. To extract meaningful insights from the collected data, they developed a dimension reduction
method with a low computational load and a neural network that allows the obtained data to be analyzed
automatically (Kuo et al., 2017). Angelopoulos et al. (2019) presented ML solutions related to Industry 4.0
and classified them according to their learning processes. On the other hand, Rai et al. (2021) sought the
work of a wide variety of researchers to understand the change that began with the use of ML techniques
and to report current research on the fundamental theoretical and experimental aspects of ML and their
applications in production and production systems. Brik et al. (2019) recommended a tool for Industry 4.0 to
monitor system outages. They used an ML algorithm to develop a predictive model of resource localization,
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considering the actual task timing in terms of resource localization. Lee and Lim (2021) analyzed numerous
journal articles by text mining using unsupervised ML algorithms.

MMS is an evolutionary way to achieve a goal that takes shape in stages. This path guides the reorgani-
zation and restructuring of existing abilities to achieve perfection (Finance, 2015). Within the scope of this
study, existing maturity and readiness models were examined. Accordingly, the number of dimensions of
the existing models is between 3 and 13. Some measures are not preferred for a good analysis. However, in
some sectors and exceptional cases, the small number of measurements is not a problem. Although some
dimension names are used differently, the evaluation serves the same purpose. When the existing maturity
and preparation models are examined, it can be seen that the maturity level (MTL) of the enterprise is
between 4 and 6.

The Industry 4.0 revolution can contribute to small and medium-sized enterprises (SMEs), one of the
cornerstones of growth and development (Chonsawat & Sopadang, 2020). The readiness of businesses is a
measure of the extent to which they benefit from the new technologies that come with Industry 4.0 (Stentoft
et al., 2021). In other words, Industry 4.0 preparation concerns companies preparing to use Industry 4.0
technologies (Rais, 2021; Vazire, 2018). Insufficient understanding of concepts and advantages by businesses
constitutes a significant problem (Da Silva et al., 2020; Horváth & Szabó, 2019; Rauch et al., 2019).

During the digital transformation phase, organizations’ software and hardware requirements also emerge
(Haber et al., 2015; Wank et al., 2016). Achieving Industry 4.0 preparation is essential for businesses today
(Schaupp et al., 2017). Assume digital transformation is not well managed. Perhaps, it may be faced with the
fact that companies that do not attach sufficient importance to digitalization will disappear from the market
(Canetta et al., 2018; Ivanov et al., 2019). MMS is used to measure and evaluate the capabilities required by
businesses to reach the desired level (Schumacher et al., 2016). It is also used to see the company's progress
over time and compare it with that of its competitors (Pessl et al., 2017).

Industry 4.0 Readiness and maturity models
As the concept of 'Industry 4.0' is new, readiness and maturity assessment tools continue to evolve. In

this study, 30 different Industry 4.0 readiness and MMS approaches were examined. Experts in the industry
developed nine (30%) of the models inspected, while academics developed the remaining 21 (70%). The list
of readiness and MMS is presented in Table 1.

Table 1
Widely used readiness and MMS

No. Model Name Reference

1 “Industry 4.0 Readiness Evaluation for Manufacturing
Enterprises”

(Basl and Doucek, 2019)

2 “Industry 4.0 Maturity Model” (Bibby and Dehe, 2018)

3 “Future Readiness Level (FRL)/Industry 4.0 Future Readiness” (Botha, 2018)

4 “E-Business Industry 4.0 Readiness Model” (Városiné Demeter et al., 2018)

5 “Benchmarking Readiness I4.0” “Fraunhofer Institute for Systems and Innovation”

6 “SMEs Maturity Model Assessment of IR4.0 Digital
Transformation”

(Hamidi et al., 2018)

7 “Readiness for Industry 4.0” (Horvat et al., 2018)

8 “SSCM Assessment for Industry 4.0” (Manavalan and Jayakrishna, 2019)
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No. Model Name Reference

9 “Industry 4.0 Business Model Innovations Tool” (Müller and Voigt, 2018)

10 “Industry 4.0 Maturity Model” (Geissbauer et al., 2016)

11 “Manufacturing Companies Industry 4.0 Adoption Model” (Mittal et al., 2018)

12 “BMS Smart Industry Research Roadmap (Behavioral,
Management, Social Sciences)- SIRM”

“University of Twente”

13 “ACATECH Industrie 4.0 Maturity Index” “Acatech Academy”

14 “Enterprise 4.0 Assessment” (Valentin, 2017)

15 “Industry 4.0 Maturity Model- SPICE (Software Process
Improvement and Capability Determination)”

(Gökalp et al., 2017)

16 “Industry 4.0 Readiness Model for Tool Management” (Schaupp et al., 2017)

17 “Three Stages Maturity Model in SMEs toward Industry 4.0” (Erol et al., 2016)

18 “Design Business Modeling for Industry 4.0” (Gerlitz, 2016)

19 “SIMMI 4.0–System Integration Maturity Model Industry 4.0” (Leyh et al., 2016)

20 “Industry 4.0 Introduction Strategy” “Merz Consulting”

21 “Roadmap Industry 4.0” (Pessl et al., 2017)

22 “Assessment Model for Organizational Adoption of Industry 4.0
Based on Multi-criteria Decision Techniques”

“University of Warwick”

23 “Industry 4.0 Maturity Model” (Akdil et al., 2018)

24 “Reference Architecture Model for the Industry 4.0 (RAMI4.0)” (Kannan et al., 2017)

25 “Industry 4.0 Hindering Factors Model” (Geissbauer et al., 2016)

26 “IMPULS—Industrie 4.0 Readiness” “Verband Deutscher Maschinen- und Anlagenbau
(VDMA)”

27 “Industry 4.0 Barometer” “MHP Porsche Company”

28 “Roland Berger Industry 4.0 Readiness Index” “Ronald Berger Consulting”

29 “Fraunhofer Industrie 4.0 Layer Model” (Geissbauer et al., 2016)

30 “Industry 4.0 Readiness Model for Manufacturing” (Methavitakul and Santiteerakul, 2018)

31 “Lean modified manufacturing maturity model for Industry 4.0
(LM4I4.0)”

(Sajjad et al., 2024)

32 “Maturity Model-ADIME 4.0” (Skalli et al., 2023)

33 “Maturity SCAN 4.0” (Muñoz et al., 2023)

Machine Learning
In a simple definition, ML involves learning from data methods developed for decision-making processes

(Jalil et al., 2019). The goal is to find patterns in the data and make better decisions for the algorithm.

ML, a sub-branch of artificial intelligence, is an algorithm that produces predictions about the problem's
solution using data about the given situation. Training models were created for these processes. Although
various ML methods require various amounts of data, they often require large amounts of data to continually
optimize models and make the best predictions (Wei et al., 2019). several algorithms have been developed
for ML. Commonly used are linear regression (LR), ensemble trees (ET), gauss process regression (GPR),
decision trees (DT), random forest (RF), support vector machines (SVM), regression trees (RT), and artificial
neural networks (ANN). ML is used for different purposes, such as clustering, regression, and classification.
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The process begins with the collection of the necessary data. The required data are converted into
numerical values. Normalization and standardization processes were applied to the data. All data were used
in two groups: training and testing.

This study used seven different methods: ET, SVM, GPR, LR, RT, XGB, and LGBM. Estimates were made on
the test data using the models obtained from the training. The prediction accuracy can be measured using
various metrics. In this study, root mean square error (RMSE), mean square error (MSE), mean absolute error
(MAE), and coefficient of determination (R2) metrics were used.

The k-fold cross-validation method was used to evaluate the prediction results of ML. The reason for
preferring this method is the relatively small amount of data. The proposed method is suitable for assessing
model success because all data are used alternately in training and testing. However, this method requires
relatively more computation because training and testing are performed multiple times. In the k-fold cross-
validation method, all data are divided into k layers. A layer is used for testing, while the other is used for
training. The most preferred number of layers is 5. Too few or too many layers can degrade the performance
of the proposed method. In this study, the number of layers was taken as 5.

Linear regression

LR is used to determine the relationship between the dependent variable and the independent variable.
This method is generally preferred when a linear relationship exists between inputs and outputs (Luu et al.,
2021). Equation 1 defines the LR method.

𝑦 = 𝑎0+ 𝑎1𝑋 + 𝜀 (1)

In Equation 1, ε is the error term, X is the independent variable, and y is the dependent variable. In
addition, a₀ is the constant term, and a1 is the regression coefficient showing the slope. If the value of a1 is
positive, then the change is increasing, and if the value of a1 is negative, then the difference is decreasing
(Bayazit & Oğuz, 1994; Doğan et al., 2023).

The LR method uses one or more arguments. If there is more than one independent variable, the method
is called multiple linear regression (MLR) (Memnun & Kalaycı, 2006; Rong & Bao-Wen, 2018). The formula for
MLR methods is given in Equation 2.

𝑦 = 𝑎0+ 𝑎1𝑋1+ 𝑎2𝑋2+⋯+ 𝑎𝑛𝑋𝑛+ 𝜀 (2)

The values a1, a2, … an in Equation 2 are multiple regression coefficients. X1, X2, … Xn values are multiple
independent variables (Aslan et al., 2011).

Support vector machines

In the early 1990s, Vapnik developed SVM (Cortes & Vapnik, 1995). The SVM algorithm does not require
knowledge of the combined distribution function (Soman et al., 2009). It aims to find the optimal hyperplane
to separate classes from each other (Ayhan & Erdoğmuş, 2014; Doğan et al., 2023). SVMs use neural networks
and statistical methods together (Haykin, 1999; Tolun, 2008). It is used in various fields, such as identification
and classification (Cristianini & Shawe-Taylor, 2000; Schölkopf et al., 1999).

SVM can also work with linear, nonlinear, and multi-class data (Kavzoğlu & Çölkesen, 2010). The equations
for the optimal hyperplane are given in 3 and 4.

𝑤.𝑥𝑖+ 𝑏 ≥ +1, 𝑦 = +1 (3)

𝑤.𝑥𝑖+ 𝑏 ≤ +1, 𝑦 = −1 (4)
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In these equations, x ∈ RN represents the N-dimensional space, y ∈ (-1,+1) class labels, b the trend value,
and w the weight vector (Hearst et al., 1998; Huang et al., 2018). When the data are not linearly separated,
the editing parameter and artificial variable are used to classify the data correctly (Doğan, 2024; Kavzoğlu &
Çölkesen, 2010).

Gaussian process regression

The GPR method is used to identify unknown functions and to learn and optimize them effectively
(Becker et al., 2018). A successful ML method is used primarily in probabilistic, non-parametric problems to
produce predictions by solving nonlinear problems (Liu et al., 2019; Mehmet & Doğansoy, 2022). It can also
produce successful results with little data (Ateş, 2020; Yesiloglu-Gultekin & Dogan, 2024). Different covariance
functions can also be used (Heo & Zavala, 2012). Equation 5 gives the Gaussian process function f(x) (Boran,
2021; Rasmussen and Williams, 2006).

𝑓(𝑥) = 𝐺𝑃(𝑚(𝑥), 𝑘(𝑥.′)) (5)

In equation 5, m(x) is the mean function, and k(x. x') is the covariance function. The mean function and
covariance function are given in Equations 6 and 7, respectively.

𝑚(𝑥) = 𝐸[𝑓(𝑥)] (6)

𝑘(𝑥, 𝑥′) = 𝐸[(𝑓(𝑥) −𝑚(𝑥))(𝑓(𝑥′) − 𝑚(𝑥′))] (7)

Regression trees

The RT method is not parametric. RT aims to categorize members of the community into homogeneous
subclasses. The basis of this approach is the fact that individuals who are similar are gathered in the same
node (Yesiloglu-Gultekin & Dogan, 2024; Yücel, 2017). Nodes or branches with high error values are removed.
This process is called pruning (Mendeş & Akkartal, 2009). Estimates for leaves correlate with weighted
averages calculated at nodes (Maimon & Rokach, 2005).

Three separation rules apply to RT. The least squares (LS), Least Absolute Deviation (LAD), and Clark &
Pregibon (CP) equations were used. The primary goal of homogeneous nodes is (Temel, 2004). The RT method
divides arguments into separate rather than continuous intervals.

Ensemble of trees

ET is a step-by-step process that leverages the information from many trees. Each tree was grown using
data from previous trees. Fitting to a regression tree was performed using the initial data. The model is
constantly updated using the last residuals (Schiltz et al., 2018). Multiple classifiers are widely used. Many
studies have demonstrated that multiple classifiers perform better than others (Breiman, 1996; Opitz &
Maclin, 1999). Some classifiers may behave erratically. Ensemble classifiers may provide better results (Zhou
et al., 2004). RF is an excellent example of an ensemble classifier (Breiman, 2001). It performs well in
classification and regression tasks (Katuwal et al., 2018).

Ensemble methods improve prediction success in classification problems. Examples of these methods
are RF and gradient boosting. DT, another successful way, are also widely used. The proposed method works
faster than neural network classifiers and requires fewer parameters (Shoaran et al., 2018).
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Extreme gradient boosting

The XGB method is an advanced ensemble learning method based on the gradient boosting algorithm
that is optimized for both speed and performance. The model builds decision trees sequentially, where
each new tree attempts to correct the errors of the previous tree. XGB integrates L1 and L2 regularization
techniques to prevent overfitting and improve generalization (Chen & Guestrin, 2016). In this study, XGB
was employed to evaluate whether MI could be accurately predicted using only five basic enterprise-level
variables. The results demonstrate that the method is capable of effectively capturing nonlinear relation-
ships even within relatively small datasets.

Light gradient boosting machine

LGBM is a modern gradient boosting algorithm developed by Microsoft that provides high efficiency and
scalability, particularly when working with large datasets. Unlike traditional level-wise tree growth strate-
gies, LGBM uses a leaf-wise growth approach, which allows the model to minimize loss more rapidly (Ke et al.,
2017). It also supports parallel computation and is optimized for handling categorical variables. In this study,
LGBM was applied to test its ability to predict MI scores with high accuracy and low computational cost.

Algorithm Design
The framework proposed in this study enables the prompt determination of enterprise maturity levels

without the need for conducting a survey, resulting in significant time and cost savings.

In this study, a 58-question questionnaire was administered to enterprises, and the MI score was calcu-
lated using the data obtained from the questionnaire. The MI score was then calculated using five basic
data (age, field of activity, capital size, number of employees and turnover) that can be obtained directly
from enterprises without requiring a questionnaire. The MI score results obtained by these two methods
are compared, and the success of the proposed method is demonstrated using performance metrics. The
details of the implementation steps of this new framework are described in the following algorithm.

Step 1: Preliminary preparation

a) In the preparation phase, a questionnaire is given to gather information about the enterprises.

b) Next, a maturity model (MM) is selected, and the AHP method is used to determine the weights of its
dimensions.

c) Finally, the results are used to calculate enterprises’ maturity index (MI) scores.

Step 2: Machine learning model training

a) Data on enterprise age, field of activity, capital size, number of employees, and turnover are obtained
from the survey and translated into numerical values for input data.

b) The data undergo standardization and normalization processes to be used in machine learning.

c) Training sessions are conducted, and models are generated using various machine learning methods.

Step 3) Machine learning test process

a) The data adapted for machine learning are used as input data. MI scores of each enterprise are used
as output data. Model testing was performed using the input and output data. For this purpose, the k-
fold cross-validation method was used.

b) The test results were evaluated using performance metrics.
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Step 4) Predicting MI score for new business

a) Basic input data on the age of the enterprise, field of activity, capital size, number of employees,
and turnover are obtained directly from the enterprise. Because enterprises already know this basic
information, they do not need a survey.

b) The standardization and normalization processes were applied to the data for use in machine learning.

c) Using these data and models previously trained with machine learning methods, the MI score of the
enterprise is estimated.

Implementation of the Proposed Method

The SANOL maturity model (SMM) was chosen in this study to test the proposed methodology on a sample
SMM. The model measures maturity in six dimensions for Industry 4.0. These six dimensions and percentage
weights are shown in Figure 1.

Figure 1
Percentage weight of dimensions

In the SMM, a questionnaire consisting of 58 questions was used as the evaluation method. The weights
of the dimensions in the model are determined by the AHP method.

Since the study was initiated during the final stages of the COVID-19 pandemic, and considering the
relative ease of both administration and data processing, the survey was conducted online. For this purpose,
a dedicated digital form was developed to facilitate the online implementation of the questionnaire. The
English version is accessible at https://form.jotform.com/251425426420953. However, no data were obtained
from many businesses contacted, and the responses provided were incomplete. As a result, the study
took longer than originally planned and was ultimately completed using questionnaires completed by 61
businesses.

The input and output data were prepared for use in machine learning studies. In this study, the machine
learning models were trained using five easily accessible enterprise-level variables: company age, industry
type, ownership structure, number of employees, and annual turnover. These variables were selected due
to their wide availability, simplicity of collection, and conceptual relationship with organizational maturity.
Table 2 provides a detailed definition of each variable along with its corresponding categorical groupings,
which were used for model training and testing.

Acta Infologica, 9 (1), 293–313   300

https://form.jotform.com/251425426420953


Predicting Industry Maturity Index Using Machine Learning Methods   Doğan & Ünal, 2025

Table 2
Description and categorical breakdown of the input variables used in the model

Variable Definition Categories

1: 0–9 years

2: 10–19 yearsCompany Age
Number of years since the company
officially began operations

3: 20 years or more

1: Electronics

2: Manufacturing

3: Services

4: Logistics

5: Machinery

Industry Type
Primary economic sector in which the
company operates

6: Other

1: Domestic capital

2: Foreign capitalOwnership Structure
Ownership and partnership structure of
the company

3: Joint domestic–foreign ownership

1: 1–9 (micro)

2: 10–50 (small)

3: 51–250 (medium)

4: 251–1000

Number of Employees
Total number of personnel employed by
the company

5: More than 1000

1: <1M (in the Turkish Lira, TRY)

2: 1–10 M

3: 10–50 M

4: 50–100 M

5: 100–250 M

6: 250–500 M

Annual Turnover
Total annual revenue generated by the
company

7: >500M

These variables served as the sole inputs to the machine learning models, replacing conventional survey-
based indicators and enabling streamlined estimation of the Maturity Index (MI).

The output data is the MI value, which is calculated using SMM with the survey data. The MI score was
obtained from the inputs of the six dimensions shown in Figure 1. Details are available in related publications
(Ünal et al., 2022).

Of the 61 enterprises surveyed, 13 were electronics, 13 were manufacturing, 10 were service, nine were
logistics, eight were machinery, and eight other enterprises. 26 enterprises were interviewed but could not
be surveyed. Among the enterprises surveyed, 17 have more than 250 employees. When the annual turnover
of enterprises was analyzed, 33% of enterprises had a turnover of less than 100 million TRY, 46% had a
turnover between 100 million and 500 million TRY, and the rest had a turnover of more than 500 million
TRY. Of the survey questions administered using the SMM, 12 are related to technology, 11 to strategy and
management, ten to supports and incentives, seven to data and security, five to employees and corporate
culture, three to customers and suppliers, and the remaining ten are concerned with general catalog infor-
mation.

Acta Infologica, 9 (1), 293–313   301



Predicting Industry Maturity Index Using Machine Learning Methods   Doğan & Ünal, 2025

MI scores were calculated using enterprises’ survey data. The MI score was calculated by adding the
weighted dimension scores (Equation 8).

𝐸 = Σ𝑛𝑖=0𝐵𝑖*𝑔𝑖 (8)

E: MI score (between 1 and 5).

B: Dimension maturity score (between 1 and 5).

g: Overall dimension weight.

Older enterprises have higher MI scores than newer ones. Considering the establishment dates of the
enterprises, approximately 33% are less than 10 years old, 23% are between 10 and 19 years old, and the
rest are 20 years old or older.

Seven machine learning methods were used in the studies. Table 3 provides the technical details and
parameters of each of these methods.

Table 3
Machine learning methods, subtypes and their parameters

ML Methods ML Sub Methods Parameters and technical details

Linear (Selected) Standard

Interactions Linear Standard

Robust Linear Standard
LR

Stepwise Linear Maximum number of steps:1000

Manual box constarint:0.769

Manual epsilon: 0.077

Linear SVM (Selected) Manual kernel scale: 1

Quadratic SVM Manual kernel scale: 1

Cubic SVM Manual kernel scale: 1

Fine Gaussian SVM Manual kernel scale: 0.56

Medium Gaussian SVM Manual kernel scale: 2.2

SVM

Coarse Gaussian SVM Manual kernel scale: 8.9

Rational Quadratic GPR, Squared
Exponential GPR (Selected), Matern 5/2
GPR, Exponential GPR

Kernel scale:1.1690659

GPR

Signal standard deviation: 0.4553253 Sigma: 0.4553253

Maximum surrogates per node:10

Fine Tree Minimum leaf size:4

Medium Tree (Selected) Minimum leaf size: 12
RT

Coarse Tree Minimum leaf size:36

Minimum leaf size:4

Number of learners:30

Boosted Trees (Selected) Learning rate:0.1
ET

Bagged Trees

n_estimators: 700

learning_rate: 0.02
XGB Fine
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ML Methods ML Sub Methods Parameters and technical details

max_depth: 4

subsample: 1.0

colsample_bytree: 1.0

gamma: 0.05

min_child_weight:

reg_alpha: 0.5

reg_lambda: 1.5

learning_rate=0.01

n_estimators=300

num_leaves=60

max_depth=8

subsample=0.8

feature_fraction=0.9

min_child_samples=15

reg_alpha=0.0

reg_lambda=0.0

lambda_l1=0.0

LGBM Fine

lambda_l2=0.05

Research Results and Discussion
Summary of Input Data and Model Objective

Within this study’s scope, a survey was conducted to evaluate the industrial Maturity Index (MI). There are
58 questions in the survey. Because operating a study is very difficult and time-consuming, all the desired
answers were obtained from 61 enterprises, and the industrial MI general score was calculated using SMM.
In this study, the success of machine learning (ML) was investigated to make the industrial MI assessments
of many enterprises located in industrial zones faster, cheaper, and more accessible. The enterprise age,
field of activity, capital size, number of employees, and turnover information were used as inputs to the ML
models, and the overall score was estimated as the output.

Evaluation Metrics

The metrics are the feedback of the designed model. The success of the model created according to these
metrics was measured, and improvements are made when necessary (Özen et al., 2021).

The coefficient of determination, known as R², is a key metric used to evaluate the accuracy of regression
models. The value ranges from 0 to 1 and indicates how well the predicted values match the actual data. A
value closer to 1 implies a better fit.

The Root Mean Square Error (RMSE) measures the standard deviation of the prediction errors and reflects
the magnitude of the model’s errors in the same units as the output. The Mean Squared Error (MSE) was cal-
culated as the average of the squared differences between actual and predicted values, emphasizing larger
errors due to squaring. The Mean Absolute Error (MAE) computes the average of the absolute differences
and provides a more intuitive interpretation of the model’s average error per prediction. The coefficient of
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determination (R²) shows the performance of the predicted values in the model. R² determines how well the
data fit a curve. The RMSE returns the standard deviation of the actual and predicted values and measures
the magnitude of a model's error. The MSE provides the arithmetic mean of the squared difference between
the actual and predicted values. The MAE reflects the average of the absolute distance between the actual
and predicted values.

Model Performance and Algorithm Comparison

The predictive performance of all the machine learning models was assessed by comparing their outputs
with the results obtained from the field survey. To validate the models on a limited dataset, a 5-fold cross-
validation approach was used. As summarized in Table 4, the models demonstrated strong performance
with R² values generally greater than 0.70. The RMSE and MAE values remained within acceptable ranges,
supporting the consistency and stability of the predictions.

Among the seven algorithms, SVM achieved the highest R² value of 0.75, followed closely by GPR (0.74),
ET (0.73), LGBM (0.72), and XGB (0.71). These results indicate that both traditional and gradient boosting-
based models can provide reliable estimations and highlight the robustness and flexibility of the proposed
framework across diverse algorithmic strategies.

Table 4 and Figures 2–8 present the detailed performance metrics and visual comparisons of measured
versus predicted scores. The performance evaluation revealed that all seven machine learning algorithms
demonstrated notable predictive capabilities in estimating the Maturity Index (MI). Among them, SVM
achieved the highest R² value of 0.75, followed closely by GPR (0.74), ET (0.73), LGBM (0.72), and XGB (0.71).
These results indicate that both traditional and gradient boosting-based models can provide reliable esti-
mations and highlight the robustness and flexibility of the proposed framework across diverse algorithmic
strategies.

Table 4
Metrics of the test predictions

LR SVM GPR RT ET XGB LGBM

R² 0.74 0.75 0.74 0.69 0.70 0.71 0.72

RMSE 0.33 0.33 0.33 0.36 0.36 0.35 0.34

MSE 0.11 0.11 0.11 0.13 0.13 0.12 0.11

MAE 0.28 0.26 0.28 0.28 0.30 0.28 0.28
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Figure 2
Index scores measured and predicted using the ET method.

The resulting graph of the tests obtained from the SVM studies is shown in Figure 3.

Figure 3
Index scores measured and predicted by the SVM method

The resulting graph of the tests obtained from the studies performed using the GPR is shown in Figure 4.
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Figure 4
Index scores measured and predicted using the GPR method

The resulting graph of the tests obtained from the studies using LR is shown in Figure 5.

Figure 5
Index scores measured and predicted using the LR method
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The resulting graph of the tests obtained from the studies performed with RT is shown in Figure 6.

Figure 6
Index scores measured and predicted using the RT method

The resulting graph of the tests obtained from the studies performed with XGB is shown in Figure 7.

Figure 7
Index scores measured and predicted using the XGB method

The resulting graph of the tests obtained from the studies performed using LGBM is shown in Figure 8.
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Figure 8
Index scores measured and predicted using the LGBM method

Feature Importance Analysis

To gain further insight into the internal dynamics of the prediction process, a feature importance analysis
was conducted to evaluate the relative contributions of each input variable to the prediction of the Maturity
Index (MI). As shown in Figure 9, company age is the most influential variable, followed by Annual Turnover
and Number of Employees. These variables, associated with enterprise scale and longevity, have a stronger
impact on MI predictions. In contrast, Industry Type and Ownership Structure exhibited comparatively lower
levels of importance.

This analysis improves the interpretability of the model and supports practical decision-making by
identifying the enterprise characteristics that are most influential in determining digital maturity.

Figure 9
Feature importance of input variables in predicting MI

Acta Infologica, 9 (1), 293–313   308



Predicting Industry Maturity Index Using Machine Learning Methods   Doğan & Ünal, 2025

Real-World Implementation and Future Research Directions:

Although the results presented in this study demonstrate the effectiveness of the proposed machine
learning framework under controlled conditions, its integration into live industrial environments remains a
critical area for future research. Real-time implementation will require not only technical adjustments, such
as the automation of data flows and feedback loops, but also organizational readiness and stakeholder
engagement. Collaborations with manufacturing enterprises are planned to deploy the model in operational
settings and monitor its predictive accuracy and adaptability in dynamic real-world contexts. Such efforts
are expected to validate the framework’s practical value and guide necessary refinements for broader
applicability. These real-world applications are also envisioned as key components of future research
activities aimed at scaling up the model and verifying its impact in diverse industrial domains.

Conclusions
It is believed that Industry 4.0 will increase the success and quality of life of production. For this reason,

the adaptation of enterprises to Industry 4.0 has gained importance. One measure of compliance is the MI
score. Surveys are commonly used to determine MI scores; however, these procedures can be laborious and
time-consuming.

This study presents an enhanced framework that integrates seven machine learning methods, including
both traditional algorithms (e.g., SVM, GPR, LR, RT) and advanced boosting-based models (XGB, LGBM), to
predict MI based on only five easily obtainable enterprise variables. The study demonstrates that the MI
scores of enterprises can be predicted with high accuracy using machine learning, without the need for
survey-based assessments.

The proposed framework was validated using a five-fold cross-validation technique, and performance
metrics (R², RMSE, MSE, MAE) revealed that all models achieved strong predictive accuracy, with SVM yielding
the highest R² value (0.75). Feature importance analysis further clarified the internal mechanics of the model,
revealing that company age, turnover, and number of employees were the most influential factors in MI
prediction. Thus, companies can reduce costs and accelerate their transition to Industry 4.0 using data-
driven estimation tools. Although model performance may vary according to algorithm type, dataset size,
and domain specificity, the proposed approach is scalable and practical solution.

In future research, this framework will be integrated into real-time industrial environments to evaluate
its dynamic performance. Collaborations with manufacturing enterprises are envisaged to deploy the model
in operational settings and monitor its predictive stability and utility across diverse industrial conditions.

Enterprises can rapidly determine Industry 4.0 readiness using the framework proposed in this study.
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