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Öz 

Duygu analizi, metinlerdeki duygusal tonları belirleyerek, müşteri geri bildirimlerinden sosyal medya 

paylaşımlarına kadar geniş bir alanda önemli veriler sağlar. Bu çalışmada, restoran yorumları kullanılarak duygu 

analizi gerçekleştirilmiştir. Çalışmada, duygu analizi için transformatör tabanlı bir model kullanılmıştır. Bu 

modellerin temelinde yer alan dikkat mekanizması, metin içindeki kelimelerin bağlamsal ilişkilerini dinamik 

olarak öğrenerek dilin anlamını daha iyi yakalar. Model, geniş bir bilgi kaynağına sahip bir veri seti ile eğitilmiş 

ve test edilmiştir. Öncelikle veri setinin tokenleştirme ve dolgu işlemleri gerçekleştirilmiş; daha sonra model 

eğitilmiş ve test sonuçları elde edilmiştir. Modelin eğitim doğruluğu %90,81, test doğruluğu ise %85,79 olarak 

hesaplanmıştır. Diğer performans metrikleri de göz önünde bulundurulduğunda, negatif ve pozitif sınıflar için 

yüksek başarı elde eden model, nötr sınıf için daha düşük bir başarı göstermiştir. Genel değerlendirme açısından 

modelin doğruluk oranı göz önüne alındığında, iyi bir performans sergilediği görülmektedir. Bu durum, 

transformatör tabanlı yaklaşımların doğal dil işleme için uygun olduğunu ve bu alandaki kullanılabilirliğini 

göstermektedir.  
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Abstract 

Sentiment analysis provides important data in various areas, from customer feedback to social media posts, by 

determining the text's emotional tones. In this study, sentiment analysis was performed using restaurant reviews 

with a transformer-based model. The attention mechanism underlying these models dynamically learns the 

contextual relationships of words in the text and better captures the meaning of the language. The model was 

trained and tested using a dataset from a vast information source. First, tokenization and padding operations of the 

dataset were performed; then, the model was trained, and test results were obtained. The training accuracy of the 

model was calculated as 90.81% and the test accuracy as 85.79%. When other performance metrics were also 

considered, the model, which achieved high success for negative and positive classes, showed lower success for 

the neutral class. In terms of general evaluation, it is seen that the model exhibited good performance when the 

accuracy rate was taken into account. This shows that transformer-based approaches are suitable for natural 

language processing and usability in this area. 
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1. Introduction  
 

In today’s digitalized lifestyle, comments on online platforms are effective in decision-making processes in 

many areas, and consumers decide whether to take action based on these comments. In particular, elements 

in the natural flow of life, such as shopping, holiday planning, and reservations, have found their place on 

digital platforms. Digital platforms provide convenience in decision-making by saving time and providing a 

wide range of opportunities to analyze user comments. These services, which are an indispensable part of 

modern life, offer healthy progress to improve process efficiency and reliability by providing solutions and 

suggestions to users, especially regarding user experiences. Transactions that can be performed on the 

Internet are listed in general in Figure 1. These processes include determining the emotional tone of texts 

with sentiment analysis, categorizing content with text classification, and automatic translation between 

different languages with language translation. In addition, long content can be shortened with text 

summarization algorithms, and user interactions can be automated with chatbots and virtual assistants. Search 

and information extraction processes enable meaningful information to be extracted from large data sets, 

while speech recognition technologies convert voice input into text. Automatic text completion and language 

modeling techniques speed up the writing process and improve the user experience. News and spam filtering 

prevent unnecessary content, providing a safe internet environment, while recommendation systems help 

provide personalized content presentation. Finally, social media analysis provides data-driven insights into 

user tendencies, trends, and social events. 

 

 
 

Figure 1. General list of transactions that can be done via the Internet 

 

The Internet can be used for reservations, vacations, and restaurant dining. Customer experiences in the 

restaurant and service sector help companies to see their shortcomings and improve them, as well as to have 

prior knowledge about what kind of service they will receive. Restaurant reviews, also the subject of this 

study, are presented as a source of information regarding food quality, service, and general satisfaction. These 

reviews, which are on different platforms and are irregular, can make it difficult for users and company 

owners to access and analyze the correct information. These difficulties can cause mistakes when making the 

right decision. The development of artificial intelligence models, especially in natural language processing 

(NLP), offers significant benefits in interpreting and analyzing texts. Classifying complex texts by analyzing 

them and extracting meaningful information are among the essential tasks of NLP systems. Thanks to these 

systems, studies such as sentiment and subject-based analysis can be carried out from texts. Measuring the 

satisfaction levels of restaurant reviews, detecting sentiments in the text, and determining trends and changes 

are essential in improving service quality and providing correct analysis opportunities to customers and 

business owners. The operations performed with natural language processing are shown in Figure 2 [1–8]. 

Remarkably, the classification of texts is within the scope of this study. 
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Figure 2. Applications made with NLP 

 
This article is about analyzing restaurant reviews. When the studies in the literature are examined, there 

are many studies in the field of NLP. NLP offers a wide range of applications in the processing, 

analyzing, and interpreting text and speech data. Studies in this field focus on basic tasks such as 

Sentiment Analysis [9], Text Classification [10], Language Translation [11], and Text Summarization 

[12]. In addition, significant progress has been made in areas such as Chatbots and Virtual Assistants 

[13], Search and Information Extraction [14], Speech Recognition [15], Auto-Text Completion [16] and 

Language Modeling [17]. Applications such as News and Spam Filtering [18,19] Recommendation 

Systems [20], and Question-Answering task [21] increase the impact of natural language processing 

technologies in daily life and offer a wide range of usage scenarios. Studies in these areas enable NLP 

to provide more effective and efficient solutions in various sectors.  

 

The literature contains studies on the subject. Luo et al. compared deep learning-based models to analyze 

restaurant reviews. The study stated that the most successful results were obtained from LSTM networks 

when sentiment analysis from restaurant reviews was performed. In this study also inferred that the most 

negative comments were in April, during the epidemic. In the study, researchers achieved an accuracy 

of 91.1% [22]. In this study, Asani et al. made different inferences to perform sentiment analysis on 

restaurant reviews. After sentiment analysis, they developed a recommendation system that considered 

user comments. The study evaluated restaurants using different performance measurement metrics. It 

obtained a precision value of 92.8% [23]. Punetha et al. present an unsupervised mathematical 

optimization framework for sentiment analysis in restaurant reviews. They developed this method 

because many studies in the literature have a complex and lengthy training process. The study was tested 

on two different data sets. Precision values of 89% and 90% were obtained in these datasets [24]. Patil 

et al. used deep and machine learning methods to classify restaurant reviews. This study concluded that 

Naive Bayes and Logistic regression models were more successful than other machine learning methods. 

The parameters of these two models were optimized with the grid search algorithm. The accuracy values 

obtained in this step were 89.6% and 89.9%, respectively. CNNs, which are deep learning architectures, 

achieved an accuracy value of 89%, and Bi-LSTM networks, 90% [25]. Khan et al. stated that traditional 

methods could not produce successful results in such studies and proposed a new model. A bidirectional 

LSTM network was proposed in the proposed model. The proposed model was tested on three different 

data sets. As a result of the evaluations, the proposed model reached 78.96%, 79.10%, and 79.03% F1-

Score in three data sets, respectively [26]. Mamatha et al. followed a different method in their study. 

This study used images instead of text to analyze restaurant reviews. They stated that the metrics 

obtained from image classification were more successful than those obtained by Naive Bayes. 

Researchers used CNN networks in the image classification process [27]. Zahoor et al. focused on 

analyzing restaurant reviews in a specific region in their study. In the study, researchers made a two-

way inference. The first was emotion detection, while the second was related to automatic feedback. 

The study compared the results obtained using different machine learning methods. It was stated that 

the best results were achieved in the Random Forest method [28]. Branco et al. used transfer learning 

and transformer methods in their study to analyze restaurant reviews. Recently, transformer-based 
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methods have been frequently preferred, especially in natural language processing. In this proposed 

model, they achieved an accuracy value of 84% in a 3-class emotion analysis detection [29]. 

 

This article analyzes restaurant reviews using natural language processing methods and classifies the 

reviews using the transformer-based method. The aim is to classify the reviews correctly, divide them 

into three groups, and understand the restaurant reviews, which are very complex and challenging to 

analyze and determine trends. This study gives information about the proposed model's general structure 

and the dataset used in section 2. In section 3, experimental results and performance metrics of the model 

applied to the dataset are included. The last section includes evaluation, interpretation, and 

recommendations for the results obtained. 

 

2. System Theory 
 

2.1. Dataset 
 

The restaurant reviews dataset is a good source for analyzing restaurants, consisting of customer 

feedback [30]. The dataset, which consists of approximately 513,000 rows in general, consists of a two-

column structure. While customer reviews are given with the title “text” in the dataset, the column that 

determines the emotional states is called “label.” Customer reviews are collected in three classes. These 

classes are numbered negative, neutral, and positive. The comments, which consist of a large amount of 

text in the dataset, provide a good source for NLP models. 

 

 
Figure 3. Dataset visualization by face icon 

 
The simulation representation of the dataset is given in Figure 3. In Figure 3, negative, neutral, and 

positive classes are shown with facial expressions. A sad face expression was selected for negative, an 

expressionless face was selected for neutral and a smiling face was selected for positive. 

 

2.2. Transformer based model 
 
Transformer-based models are becoming popular due to successful image processing and text analysis 

results. It is seen that using the Transformer architecture provides high success results with NLP from 

complex texts. In the Deep Learning architecture used in this study, the Transformer block is used, and 

thus, the model is aimed to have high classification success. The general structure of the proposed system 

is given in Figure 4. First, data is taken from the ready restaurant review dataset, and tokenization and 

padding operations are performed during the pre-processing step. 

 
 

Negative Neutral Positive 

Dataset 
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Figure 4. General structure of the Transformer method 

 
The tokenization process is given in Figure 5. Sentences are analyzed one by one, and tokens are created. 

The tokenization process separates texts into subunits, such as words, and allows them to be represented 

with numerical indexes. For this purpose, the tokenizer class of the Keras library is used to convert the 

most used 20 thousand words into a word dictionary. The texts in the created word dictionary are 

converted into numerical sequences and converted into a usable format in the model. 

 

 
 

Figure 5. Tokenization processes 

 

After the tokenization process, the padding step is started. In this step, the lengths of the sequences 

obtained after the tokenization process are equalized. The maximum length is determined as 200, and 

all sequences' length is adjusted according to this value. Zero values are added to the short sequences at 

this stage, and the long sequences are limited to 200 tokens. This standardization allows the data to be 

input into the model with a fixed length. At this stage, the training and testing processes of the model 

will begin. 
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Figure 6. Transformer-based model structure 

 
The structure of the transformer-based model is given in Figure 6 [31]. The model structure starts at the 

input layer and consists of token and position embedding layers, transformer block, global average 

pooling, dropout, dense, dropout, and dense layers. The model, which takes 200 parameters as input, is 

designed to have three classes at the output. The model's embedding size is 32, and the number of 

attention heads to focus on is determined as 2. The dropout value is entered as 0.2. 70% of the data used 

for the model is used for training and 30% for testing. The learning rate of the model is determined as 

0.0001, and the batch size is entered as 32. The model was run for 20 epochs, and 11243 operations 

were performed in each epoch. Performance metrics were obtained with the values obtained by running 

the model, and comments were made about the model. Accuracy, F1 score, recall, and precision values 

were calculated as performance metrics [32]. The calculation formulas of these metrics are given in 

Table 1. 

 
Table 1. Performance metrics 

 
Performance Metric Formula 

Accuracy 
TP + TN

TP + TN + FP + FN
 

Precision 
TP

TP + FP
 

Recall 
TP

TP + FN
 

F1-Score 2 ∙
(Precission ∙ Recall)

(Precission + Recall)
 

 

The accuracy rate measures the correct prediction rate of the model. Precision expresses the ratio of true 

positive predictions to all positive predictions. Recall value determines the correct classification rate of 

true positive examples. The F1 score also provides a measure of the balance of precision and recall 

values. The overall performance of the model is determined with these calculated metrics. 
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3. Experimental Result 

 

The restaurant reviews dataset [30] is a text dataset consisting of approximately 513,000 rows and 

containing the classes negative, neutral), and positive, as shown in the graph in Figure 7. 

 
 

 

Figure 7. Restored comment dataset class data numbers 

 

The tokenization step was carried out by considering the 20,000 most used words and tokens that were 

created. The maximum length of the tokens created was set to 200, and zeros were added to the short 

ones, while the long ones were limited to 200. 

 

This prepared data was given as input to the model. The AdamW algorithm was used as an optimizer in 

the model and the learning rate was set to 0.0001. The batch size was set to 32 and the model was run 

for 20 epochs. The data was set as 70% training and 30% testing as input to the model, and the evaluation 

was made in this way. The graph showing the change in training and test accuracy according to epochs 

is given in Figure 8. When the graph is examined, it is observed that the accuracy of the model increases 

steadily in each epoch during the training period. The fact that the model's learning success in the 

training data reaches a high value of 90.81% shows that it has a strong ability in terms of generalization. 

 

 
 

Figure 8. Model accuracy graph for train and test 
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The test accuracy rate was calculated as 85.79%. The difference in accuracy rate between test and 

training data shows that the model has a limited margin of error. This result shows that the model does 

not overfit and generalizes well for the data used for validation. Balancing the model's accuracy rates 

for training and test data shows that patterns are learned for both data sections, and a stable performance 

is achieved. 

 

 
 

Figure 9. Model loss graphic for train and test 

 

The graph showing the loss value of the model is given in Figure 9. During the training process, the loss 

value of the model decreases continuously and stabilizes after a certain point. The loss value on the 

training data was calculated as 0.2307. This value indicates that the training errors are minimized and 

the patterns are mostly recognized correctly. It indicates that the model is successfully optimized, and 

the relationship between the input and output is correctly established. The loss value calculated on the 

test data was determined as 0.4543. The difference between the training and test shows that the model 

has a certain margin of error. The low error margin indicates that the model generalizes on the test data 

and that there is no over-learning. The fact that the training and test losses are low and close to each 

other shows that the model exhibits a balanced performance. The confusion matrix created with the test 

data in line with the obtained results is given in Figure 10. 
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2147 2358 100885 
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Figure 10. Confusion matrix 

 

Calculations were also made for other performance metrics; the results are shown in Table 2. The model 

performance seems to be successful for the class with negative comments. Precision 79%, Recall 85% 

and F1 Score 82% were calculated. It is seen that the generalization ability of the model for this class is 

good, and it has successful results. The performance values of the class with neutral comments were 
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determined as a Precision of 50%, Recall of 27%, and F1 Score of 35%. These values remained low, 

and it is understood that the generalization and accuracy of the prediction for this class are insufficient. 

This problem is caused by the data set being unbalanced. It is seen that the performance of the class with 

positive comments is good, and Precision 91%, Recall 96%, and F1 Score 93% were calculated. These 

results show that the model's generalization ability and correct prediction rate for this class are high, and 

it has achieved successful results. 

 
Table 2. Model performance metrics results (%) 

 

Class Precision Recall F1 Score 

Negative 79.00 85.00 82.00 

Natural  50.00 27.00 35.00 

Positive 91.00 96.00 93.00 

General Performance 83.89 85.79 84.42 

 

As seen in Table 2, a precision value of 83.89% was obtained in this study to analyze restaurant reviews. 

Eliminating the imbalance in the dataset or increasing the number of comments will increase the model's 

performance. 

 

4. Conclusion 

 

In the study, a transform-based model was used to classify restaurant reviews using the NLP method. 

The model was trained with a comprehensive dataset of 3 classes, and tests were performed. The model's 

performance was evaluated using accuracy, precision, recall, and F1 score metrics. The test accuracy of 

the model was calculated as 85.79%. When the general results are examined, it is seen that the model 

achieves high performance in negative and positive classes. At the same time, it achieves limited success 

for the neutral class. The rates in the neutral class may be due to the uncertainty in the class or the 

imbalance in the dataset. In line with the calculated performance results, it is interpreted that the model 

is a successful approach for sentiment classification from restaurant reviews. This study shows that the 

transformer architecture provides effective results in NLP problems and contributes to the field of text 

classification. The imbalance of the dataset is the study's limitations. Testing the proposed model with 

a more comprehensive dataset is important to produce more realistic results. 
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