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ABSTRACT: Transversal filters consist of fundamental circuit elements such as adders, multipliers, and 

unit delay elements. The performance of these filters is affected by inaccuracies in these components, 

particularly limited precision in delay elements, which becomes significant in high-frequency semi-digital 

transversal filters. This letter proposes a cascaded delay element structure to mitigate precision errors. The 

main delay element is complemented by smaller cascaded delay elements, refining overall delay precision. 

To further enhance accuracy, a neural network (NN)-based adaptation scheme dynamically fine-tunes 

delay adjustments in real time. The proposed two-layer NN takes inputs from both the primary and 

cascaded delay elements and generates an optimized output for the next delay stage. The input layer 

neurons are randomly initialized, while the NN weights are iteratively updated using gradient descent to 

minimize errors. The neural network weights are determined during an initial factory‑calibration stage 

and remain fixed during all subsequent filter operation. Simulation results demonstrate that the cascaded 

delay structure, combined with NN adaptation, significantly reduces precision errors, enhancing semi-

digital transversal filter performance for high-speed signal processing applications. 

 
Keywords: Neural Networks, Random Delay Errors, Transversal Filters 

1. INTRODUCTION 

Inter-symbol interference (ISI) remains a critical challenge in high‑speed digital communications, 

where channel dispersion causes symbols to overlap and degrade signal integrity [1]–[3]. A common 

remedy is to employ an equalizer at the receiver—typically realized as a tapped‑delay‑line 

finite‑impulse‑response (FIR) filter (often called a transversal filter)—to approximate the inverse channel 

response and restore the transmitted waveform [4], [5]. While digital implementations of such filters 

leverage high‑speed ADCs and shift‑register based unit delays [6]–[9], they incur significant complexity, 

latency, and power consumption at multi‑gigahertz rates. 

Analog and mixed‑signal transversal filters eliminate the need for full-rate digitization by 

implementing delay cells, multipliers, and adders in continuous‑time or semi‑digital domains [10]–[13]. 

The CMOS FIR filter in [12] employs a fixed resistor‑ladder weighting and capacitor‑integration scheme 

to achieve low phase distortion and power‑independent tap count, but its entirely static architecture 

cannot correct for run‑time delay jitter or process, voltage, temperature (PVT) ‑induced timing variations. 

Coefficients are commonly realized via capacitor or resistor ratios [13], current‑source ratios [14], or 

resistor ladders [15], yielding high energy efficiency. However, analog delay elements are inherently 

vulnerable to random variations due to PVT shifts and fabrication mismatches which introduce timing 

jitter and phase errors that distort the filter’s frequency response [10], [15]. Early works often assumed that 

delay errors were negligible under a stable clock, focusing instead on coefficient mismatches [10]–[12]. 

More recent statistical studies have characterized the impact of random delay deviations on 

transfer‑function amplitude and phase [16], and Akyuz’s thesis [17] provided a detailed analysis of how 

such jitter accumulates in N‑tap filters. 

To mitigate delay‑induced distortions, several calibration and compensation strategies have been 

explored outside the direct context of transversal filters. Authors in [18] introduced off‑line and blind 

on‑line digital calibration for analog ADC errors, demonstrating that one‑time or periodic tuning can 
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substantially reduce circuit non‑idealities. Digital equalization techniques in adaptive spatial filtering to 

cancel noise‑like interferences are applied in [19], illustrating how FIR filters can correct analog deviations 

via iterative algorithms. In RF front‑ends, Lim et al. [20] used adaptive FIR filters for digital compensation 

in IQ modulators, while Shyu and Chang [21] incorporated phase‑compensation in FIR structures to 

improve active noise control.  Authors in [22] proposed a reduced‑bias delay‑lock loop for adaptive filters, 

achieving hardware‑level correction of timing offsets. More recently, [23] addresses process‑variation 

compensation in analog neural‑network processors, and various works have employed neural networks 

for error correction in pipelined ADC stages [24] and in all‑analog equalizers for coherent optical receivers 

[25]. 

In addition, related adaptive‑filter techniques such as transform‑domain adaptive filtering for GPS 

delay spoofing reduction [26] and microcomb‑based photonic transversal processors [27] demonstrate the 

breadth of domains where timing errors must be mitigated. Foundational analyses in [28] and [29] 

quantified how switching‑instant fluctuations in switched‑capacitor networks introduce noise, reinforcing 

that timing uncertainty is a ubiquitous hardware concern. 

Despite this extensive body of work on calibration, compensation, and statistical analysis, no prior 

study has demonstrated a lightweight, real‑time compensation mechanism for random delay variations 

within a transversal filter itself, using a factory‑trained neural network that requires no on‑line weight 

updates. Existing methods either rely on continuous adaptation (e.g., LMS pipelines [19]), dedicated 

analog control loops (e.g., delay‑lock loops [22]), or one‑time off‑line calibration tailored to specific 

components (e.g., ADCs [18]), but do not address dynamic, in‑operation delay jitter in FIR filters. 

In this paper, we fill that gap by proposing a cascaded delay‑cell architecture augmented with a 

two‑layer neural network whose weights are determined during an initial factory calibration. Once 

deployed, the NN whose input consists of signals tapped at multiple points along each cascaded delay 

line immediately compensates for delay errors through a single feed‑forward inference, without iterative 

updates. This approach affords real‑time error correction, low hardware overhead compared to 

continuous‑adaptation schemes, and robustness to PVT‑induced delay perturbations. The remainder of 

this paper details the design, calibration procedure, and performance evaluation of the proposed adaptive 

transversal filter. 

2. MATERIAL AND METHODS 

The transfer function of an FIR filter in direct form is represented as follows 

 

𝐻(𝑤) = ∑ ℎ𝑘𝑒−𝑗𝑤𝑘𝑇𝑁−1

𝑘=0
                                                                                                                                     (1) 

 

where w is the is the angular frequency, N is the number of taps, ℎ𝑘 are filter coefficients and T is the 

unit delay duration. Representation of the FIR filter with errors in the delay taps is in Figure 1. 𝛿𝑖 is the 

error in the 𝑖𝑡ℎ delay element. Ideal filter coefficients are assumed through the manuscript to simplify the 

calculations. From the structure of the filter, an error in 𝑘𝑡ℎdelay element effects the subsequent taps, from 

(𝑘 + 1)𝑡ℎ to the last one, therefore, delay errors appear cumulatively. Transfer function with the errors in 

delay taps becomes [2] 

 

𝐻̂(𝑤) = ∑ ℎ𝑘𝑒−𝑗𝑤(𝑘𝑇+∑ 𝛿𝑖)𝑘
𝑖=1

𝑁−1

𝑘=0
= ∑ (ℎ𝑘𝑒−𝑗𝑤(∑ 𝛿𝑖

𝑘
𝑖=1 )

𝑁−1

𝑘=0
)𝑒−𝑗𝑤𝑘𝑇                                                                     (2) 

 

As can be seen from (2), inaccuracy effects make the filter coefficients complex and this result non-

conjugate complex zeros. Considering the statistical variations, an accurate model for CMOS inverter 

delay errors is presented in [7]. Referring to this model, it is assumed through the paper that the delay 

errors are Gaussian distributed with zero mean and standard deviation of 2%. Using this information, a 

comb filter with and without errors in delay taps is demonstrated in Figure 2. As can be seen from the 

figure, the filter does not satisfy the required response in some notch points in the presence of errors on 
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the unit delay elements. 

 

T+δ1 T+δ2 T+δ3 T+δN-1

h1 h2h0 h3 hN-1

+ 

y(n)

x(n)

 
Figure 1. A direct-form FIR filter design incorporating random errors in delay taps. 

 

To simplify the equations, define  ∆𝑘= ∑ 𝛿𝑖
𝑘
𝑖=1   for  1 ≤ 𝑘 ≤ 𝑛 − 1 and to see the error effect in frequency 

domain, the transfer function of the filter without delay error is subtracted from the transfer function with 

delay error as [16] 

|𝐻∆(𝑤)| = |𝐻̂(𝑤) − 𝐻(𝑤)| = |∑ ℎ𝑘𝑒−𝑗𝑤𝑇𝑁−1

𝑘=0
(1 − 𝑒−𝑗𝑤∆𝑘)|.                                                                             (3) 

Assuming the accumulated delay error, ∆𝑘 , has a standard deviation much smaller than the unit delay 

itself, using Taylor series expansion  

𝑒−𝑗𝑤∆𝑘 = 1 − 𝑗𝑤∆𝑘 +
(𝑗𝑤∆𝑘)2

2
− ⋯  ≈ 1 − 𝑗𝑤∆𝑘                                                                                                         (4) 

Then the magnitude error is simplified as  [16]                                                   

|𝐻∆(𝑤)| ≈ |∑ ℎ𝑘𝑒−𝑗𝑤𝑇𝑁−1

𝑘=0
(1 − (1 − 𝑗𝑤∆𝑘))| = |∑ ℎ𝑘𝑒−𝑗𝑤𝑇𝑁−1

𝑘=0
𝑗𝑤∆𝑘|                                                         (5) 

If we rewrite the equation (5) using Euler transform 

|𝐻∆(𝑤)| = |∑ ℎ𝑘((cos(𝑤𝑘𝑇)) − 𝑗𝑠𝑖𝑛(𝑤𝑘𝑇))

𝑁−1

𝑘=0

𝑗𝑤∆𝑘| 

          =|∑ ℎ𝑘𝑤∆𝑘(sin(𝑤𝑘𝑇) + 𝑗𝑐𝑜𝑠(𝑤𝑘𝑇))
𝑁−1

𝑘=0
|                                                                                    (6) 

Equation (6) can be expressed using its real and imaginary components as follows 

|𝐻∆(𝑤)| = √𝐴2(𝑤) + 𝐵2(𝑤)                                                                                                                                  (7) 

where 

𝐴(𝑤) = ∑ ℎ𝑘𝑤∆𝑘sin (𝑤𝑘𝑇)
𝑁−1

𝑘=0
  and   𝐵(𝑤) = ∑ ℎ𝑘𝑤∆𝑘cos (𝑤𝑘𝑇)

𝑁−1

𝑘=0
.                                         (8) 

 

Although errors occur randomly, the statistical analysis of the transfer function's magnitude can still 

be performed. Since 𝛿𝑖 are typically independent Gaussian random variables, ∆𝑘 become dependent 

Gaussian random variables. Consequently, A(w) and B(w) are jointly Gaussian random variables. By 

computing the expected values and variances of A(w) and B(w), and then applying a change of variables 

to express the transfer function in terms of its magnitude and phase, we can derive statistical properties 

of the system's response [17]. 
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Figure 2. Frequency response of a 32-tap  comb filter with imperfect delay elements 

 

𝑅(𝑤) = √𝐴2(𝑤) + 𝐵2(𝑤) and Θ(𝑤) = 𝑎𝑟𝑐𝑡𝑎𝑛
𝐵(𝑤)

𝐴(𝑤)
                                                                                         (9) 

 

The pdf of the error in transfer function magnitude becomes [16],[17] 

 

𝑓𝑅(𝑟) ≈
(𝜎𝐴(𝑤)2+𝜎𝐵(𝑤)2)𝑟

2𝜎𝐴(𝑤)2𝜎𝐵(𝑤)2(1−𝜌(𝑤)2)
𝑒𝑆                                                                                                                        (10) 

 

where 𝑆 =
−(𝜎𝐴(𝑤)2+𝜎𝐵(𝑤)2)𝑟2

4𝜎𝐴(𝑤)2𝜎𝐵(𝑤)2(1−𝜌(𝑤)2)
, 𝜎𝐴(𝑤)  and 𝜎𝐵(𝑤)  are standard deviations of A(w) and B(w) 

respectively and  𝜌(𝑤) =
𝐸[𝐴(𝑤)𝐵(𝑤)]

𝜎𝐴(𝑤)𝜎𝐵(𝑤)
.  The probability density function (pdf) derived in (9) follows a 

Nakagami-Hoyt distribution. Detailed explanations can be found in [17]. 

Proposed Adaptive Solution 

In this section, we propose a compensation mechanism to mitigate inaccuracies in delay taps caused 

by process variations. Due to fabrication imperfections, the actual delay duration T fluctuates 

approximately within the range (T - σ₁) to (T + σ₁), where σ₁ represents the standard deviation of the 

primary delay tap. To address this issue, we propose a novel approach in which delay taps are 

intentionally designed with a duration of (T - σ₁), ensuring a consistent baseline delay. To compensate for 

the missing delay component (σ₁) and fine-tune the total delay to precisely T, we introduce L additional 

small delay taps, each with a standard deviation of (σ₁ + σ₂) / 2, where σ₂ < σ₁. These smaller delay taps 

are cascaded with the main delay element, providing finer granularity for delay adjustments.  

A two-layer neural network (NN) is employed to dynamically adjust the weights of these small delay 

taps to achieve the target delay of T. The output of each small delay tap, along with the main delay tap, 

serves as input to the NN, which optimizes their combined effect. The input layer weights are initialized 

as constant random values, while the hidden layer weights are dynamically updated using the gradient 

descent algorithm. This adaptive framework enables precise compensation of delay variations, 

significantly reducing timing errors and enhancing the reliability of semi-digital transversal filters in high-

speed applications.  

𝑌 = 𝑊̂𝑇[1 Ψ(𝑉𝑋)𝑇]                                                                                                                                      (11) 

Where 𝑌 is the output of delay block,  𝑊̂ = [𝑤̂0   𝑤̂1   … 𝑤̂𝐿  ]
𝑇  ∈ ℜ𝐿+2 is the dynamical output layer 

neurons’ vector, 𝑉 ∈ ℜ(𝐿+2)𝑥(𝐿+2)  is the randomly assigned constant hidden layer neurons’ matrix, Ψ is the 

activation function and 

 𝑋 = [𝑋1 𝑋2 𝑋3 𝑋4]𝑇 ∈ ℜ𝐿  is the NN input vector defined as  
𝑋1 = 𝑋𝑟(𝑡 − (𝑇 − 𝜎1 + 𝜉)) 
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𝑋2 = 𝑋𝑟(𝑡 − (𝑇 − 𝜎1 + 𝜉 − (𝐿 − 1)𝜎)) 

                                                                           

   𝑋𝐿 = 𝑋𝑟(𝑡 − (𝑇 − 𝜎1 + 𝜉 − 𝜎)). 

The difference between output of the NN and the desired output 𝑌𝑟  is defined as (12) 

𝑒 = 𝑌𝑟 − 𝑌                                                                                                                                     (13) 

As shown in Figure 2, adaptation law of the dynamical NN weights is defined by using standard 

gradient decent algorithm. First, define a quadratic cost function of the error (13) as 

𝐶 =
1

2
𝑒2                                                                                                                                                            (14) 

Taking derivative of the cost function (14) with respect to the dynamical weights yields 
𝜕𝐶

𝜕𝑊̂
= 𝑒

𝜕𝑒

𝑑𝑊̂
= 𝑒[1 Ψ(𝑉𝑋)𝑇]                                                                                                                           (15) 

 

T-σ1 σ σ 

Ψ(.)

σ 

Ψ(.) Ψ(.)...

...

+

Tr

+

-
+

Xr

Yr
NN update

Input Layer NN Weights Matrix (V)

Y
Ŵ

e

1

 
Figure 3. Cascaded block consists of main and small delay elements. 

 

Then, the gradient decent based adaptation law for the dynamical NN weights is given as 

𝑊̇̂ = −𝑘𝑤
𝜕𝐶

𝜕𝑊̂
= −𝑘𝑤𝑒[1 𝛹(𝑉𝑋)𝑇]

      
                                                                                                                                           (16) 

with  𝑘𝑤  being a small positive constant design parameter which is called the ‘learning rate’. 
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Cascade 

Block 1

Cascade 

Block 2

Cascade 

Block 3

Cascade 

Block N-1

h1 h2h0 h3 hN-1

+ 

y(n)

x(n)

 
Figure 4. Overall filter design by using cascaded bocks 

 

Figure 3 illustrates the overall neuro-adaptive filter design which consists of the adaptive cascaded 

delay blocks as given in Figure 4. 

3. RESULTS AND DISCUSSION 

To verify performance of our neuro-adaptive filter design, MATLAB/Simulink based simulation 

results are presented. For this purpose, a sinusoidal input signal, 𝑋𝑟(𝑡) is generated and the desired output 

is defined as 𝑌𝑟(𝑡) = 𝑋𝑟(𝑡 − 𝑇). The delay element is assumed to have imperfection rate of  𝜎1 with the 

upper bound of |𝜎1| ≤ 𝜎1
𝑀 where  𝜎1

𝑀 = 0.02𝑇. Therefore, a main block with delay rate of 𝑇 − 𝜎1
𝑀 = 0.98𝑇 

is used whereas  eight small delay elements are used each with delay rate of 𝜎 =
𝜎1

𝑀+𝜎2
𝑀

8
where 𝜎2

𝑀 =

0.02(𝑇 − 𝜎1
𝑀) is the upper bound of the imperfection rate satisfying |𝜎2| ≤ 𝜎2

𝑀. Imperfection on the small 

delay elements is neglected. The two-layer NN is fed by 10 inputs: Output of the main block, output of 

eight small blocks, and one bias input. Constant input layer NN weights, 𝑉 ∈ ℜ10×10 are chosen randomly 

around 0∼1. Initial values of the estimated hidden layer weights 𝑊̂(0) ∈ ℜ10 are fixed to 0.1. The NN 

learning rate is defined as  𝑘𝑤 = 0.0002.   

To illustrate effectiveness of our neuro-adaptive filter design, the simulation compares results of two 

different 32 tap filters. First, results of the neuro-adaptive filter are provided, then the regular filter’s 

results are given. In both cases, the imperfection rates of the delay elements are chosen the same.  

Case 1: Neuro-adaptive filter: As illustrated in Figure 5, the error between the desired output and the 

output of the neuro adaptive block converge to a small value |𝑌𝑟 − 𝑌| ≤ 0.02 after the 2000𝑡ℎ seconds or 

34 minutes 

 
Figure 5. Error between desired output and the output of the neuro-adaptive delay blocks. 
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As shown on Figure 6, frequency response of the 32-tap filter consists of neuro adaptive delay taps is 

close to the ideal response. However, there are still small errors due to NN approximation error. 

Convergence of the dynamical hidden layer NN weights is given on Figure 7. Each trace represents one 

NN weight’s value over time; all converge to their calibrated final values. 

 

 
Figure 6. Frequency response of the neuro adaptive 32-tap filter with imperfect delay elements. 

 

 
Figure 7. Trajectories of the hidden layer NN weights. 

 

Case2: Regular filter with imperfect delay elements: Figure 8 shows the error between the ideal output 

and the filter output when each delay cell is perturbed to  𝑇 + 𝜎1. By comparing Figures 5 and 8, it is clear 

that the error in Figure 8 is roughly an order of magnitude larger than in Figure 5. 
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Figure 8. Error between desired output and the output of the regular delay element with imperfection. 

 

4. CONCLUSIONS AND FUTURE WORK 

The results presented in this letter demonstrate a resilient filtering approach that effectively mitigates 

imperfections in delay elements, ensuring improved performance in semi-digital transversal filters. To 

achieve this, we proposed a neural network (NN)-based adaptive filter design, which dynamically 

compensates for delay variations.  

This approach was implemented by cascading small delay elements alongside the main delay block, 

allowing for finer adjustments in delay precision. The output of the cascaded delay blocks was then 

processed by a two-layer NN, where the outputs of both the main and small delay elements served as 

inputs to the NN. This adaptive mechanism continuously corrects delay mismatches by leveraging the 

learning capabilities of the NN. 

Delay imperfections may arise during the manufacturing process or over time due to environmental 

factors. To ensure optimal performance, the user is required to calibrate each block by tuning the NN 

weights based on the error between the filter’s output and the desired response. This calibration process 

can be performed during initial deployment or as the filter adapts to changing conditions over time, 

ensuring consistent and reliable operation in high-speed signal processing applications. 

In future work, we plan to validate and extend our NN-based compensation approach across a variety 

of technologies and application domains, ranging from advanced CMOS and mixed-signal 

implementations in commercial analog filter ICs and RF front-ends to purely digital delay lines in FPGAs 

and even optical signal-processing chains where fiber-length jitter induces random delays. Such 

cross-technology prototyping will reveal how the cascaded-delay plus NN paradigm scales with process, 

frequency, and system complexity. Concurrently, we will investigate more sophisticated neural 

architectures, beyond our two-layer perceptron, capable of jointly correcting multiple error sources (e.g., 

gain mismatches, nonlinearities, and delay drift) in real time. Although deeper or specialized networks 

introduce extra hardware and training overhead, they may unlock richer calibration capabilities, enabling 

fully self-correcting filter and signal-processing modules in increasingly demanding environments. 
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