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 ABSTRACT  

 

This study aims to compare the classification performance of machine learning methods 

Gradient Boosting (GB) and Extreme Gradient Boosting (XGBoost). The Trends in 

International Mathematics and Science Study 2019 (TIMSS 2019) science data set was used in 

the study. The dataset consists of data collected from a total of 2565 students, 1309 of whom are 

girls (51%) and 1256 (49%) are boys. A Python-based program was used for data analysis. In 

the study, Area Under the Curve (AUC), accuracy, precision, recall, F1 score, Matthews 

correlation coefficient (MCC), and training time were used as performance indicators. The study 

revealed that hyperparameter tuning had a positive impact on the performance of both methods. 

The analysis results show that the GB method was more successful compared to the XGBoost 

method in all performance measures except for training time. According to the GB method, 

'student confidence in science' was identified as the most influential factor in science 

achievement, while the XGBoost method highlighted 'home educational resources' as the most 

significant predictor. 

 

 
Keywords: Timms, Science, Gradient boosting, Extreme gradient boosting, Machine 

learning.  

 

1 INTRODUCTION 

Machine Learning (ML) is a family of methods that enable computers to make 

successful predictions by learning from past experiences. The success of these methods depends 

on the structure of the data and the performance of the algorithms used [1]. ML integrates 
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several fields including artificial intelligence, information technology, and statistics [2]. These 

methods are used to uncover hidden relationships in datasets, find meaningful connections, and 

make predictions. ML has developed rapidly in parallel with the advancement of computer 

technologies [3]. ML algorithms are used in various sectors including finance, entertainment, 

health, engineering, and education. In the context of education, countries participate in large-

scale exams to observe educational outcomes in science, mathematics, and reading and to 

compare their outcomes internationally [4]. Evidence suggests that countries showing progress 

in mathematics and science are likely to achieve success in scientific and technological fields, 

which contributes to economic growth and cultural enrichment [5]. Therefore, large-scale 

studies evaluating student achievements are considered important [6]. These studies not only 

set national standards but also provide feedback to students and parents, and aim to guide 

teachers in their profession. Furthermore, research findings are used to enhance international 

collaborations and make comparisons concerning educational issues [7]. The TIMMS study, 

which is conducted every four years, involves educational research in mathematics and science 

for fourth and eighth grades [8]. Along with student tests, surveys are conducted with students, 

teachers, and school administrators to collect data on factors that may affect student success [9-

10]. The existing literature includes numerous studies using classical statistical methods with 

the mentioned data [5,11-17]. On the other hand, there are also studies using machine learning 

methods [18-26]. In addition to TIMMS data, various machine learning applications on datasets 

from educational research have also been observed [25, 27-34]. This study aims to compare the 

classification performance of the boosting methods, GB and XGBoost, using TIMMS 2019 

eighth-grade science dataset. The literature lacks comparative studies utilizing these two 

methods together for classification purposes in the educational context. 

1.1 Related Studies 

There are frequent applications of classical statistical techniques using TIMMS data in 

the relevant literature [12,13-16,35-41]. However, the number of studies employing machine 

learning methods for this purpose remains limited. Bezek Güre [24] analyzed the performance 

of the Ensemble methods Adaboost and Bagging using the TIMMS 2019 mathematics dataset 

under various conditions. Similarly, Filiz and Öz [21] utilized the K nearest neighbors algorithm 

(KNN), Naive Bayes (NB), Support Vector Machine (SVM), Artificial Neural Networks 

(ANN), Decision Tree (DT), and Logistic Regression (LR) on mathematics data. Askin and 

Gokalp [18] implemented LR and ANN methods, while Depren et al. [19] added Bayesian 
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networks and DT to their methodology. Additionally, Akdemir applied the CHAID decision tree 

method. Pai et al. [41] employed DT and Bayesian classifiers, KNN, Radial Basis Function 

Neural Networks (RBFNN), and Particle Swarm Optimization (PSO) to analyze mathematics 

and science achievement. Similarly, Şevgin and Eranıl [25] utilized the Random Forest (RF) 

method to identify factors associated with school performance. On the other hand, Aydoğan and 

Gelbal [9] applied the CART method, and Filiz and Öz [22] deployed NB, DT, ANN, 

Polynomial SVM (SVM-POLY), and LR to determine factors affecting science achievement. 

Only a few studies in the educational literature have employed the methods used in the 

present study in combination. For instance, in the study conducted by Susanto and Utami [42], 

these methods were used for regression purposes to predict PISA 2022 reading skills. On the 

other hand, Asselman et al. [43] used Random Forest, Adaboost, and XGBoost methods in their 

study to predict student performance. Saidani et al. [44] sought to predict student employment 

using XGBoost, Category Boosting (CatBoost), and Light Gradient Boosted Machine (LGBM). 

Meanwhile, studies involving educational data often employ the XGBoost method, as seen in 

the work by Wahyuningsih et al. [45] to predict student success using XGBoost and Linear 

Regression. Similarly, Liu, Chen, and Liu [46] identified factors influencing reading skills using 

XGBoost, Support Vector Regression (SVR), and Random Forest Regression (RFR). In the 

study conducted by Jeganathan et al. [47], Extra Trees and linear regression methods were also 

employed in addition to these methods. 

Additionally, Cao, Zhang, and Tin [48] utilized XGBoost to assess the impact of 

scientific literacy on reading. Woo and Kim [49] aimed to determine learning orientations based 

on gender using XGBoost, and Yan [50] attempted to predict student achievement using 

XGBoost, RF, Lasso, Elastic Net, SVM, and DT. Zopluoğlu [51] aimed to detect cheating in 

exams using XGBoost, while Çakıt and Dağdeviren [52] predicted university selection 

scenarios using XGBoost among other machine learning algorithms. Similarly, Nirmala [53] 

used RF and XGBoost to predict students' graduation statuses, and Guang-yu and Geng [54] 

analyzed university students' performance and behaviors using XGBoost. Similarly, in the study 

by Ridwan, Priyatno, and Ningsih [55], school dropout and academic achievement were 

predicted using the XGBoost method. In a different context, Şevgin and Uçar [56] utilized 

XGBoost to predict organizational commitment among school principals. 

The aforementioned methods have also been applied in fields outside education. For 

instance, Bentéjac, Csörgő, and Martínez-Muñoz [57] conducted a comparative analysis of 

gradient boosting methods (GB, XGBoost, LightGBM, and CatBoost) focusing on speed, 
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accuracy, generalization performance, and hyperparameter configuration. Şahin [58] used GB, 

XGBoost, and RF for landslide susceptibility mapping. In another study, Şahin [59] employed 

GB, CatBoost, XGBoost, LightGBM, and RF for the same purpose. Demir and Şahin [60] 

predicted soil liquefaction using GB, XGBoost, and Adaboost. Sibindi, Mwangi, and Waititu 

[61] applied Adaboost, GB, XGBoost, and LGBM along with LGBM-XGBoost to predict house 

prices. 

2 MATERIAL AND METHOD 

The TIMMS 2019 assessment included 39 countries at the eighth-grade level. Turkey, 

among these countries, participated with 4,077 students from 181 schools at this level [8]. Prior 

to analysis in the current study, data cleaning and data transformation processes were 

conducted. After removing categorical variables, data collected from a total of 2,565 students—

1,309 girls (51%) and 1,256 boys (49%)—were were retained for analysis. The science scores 

of the students were clustered into three groups: low, medium, and high. The dependent variable 

was the students' science achievement status, with independent variables including gender, 

educational resources at home, sense of belonging, peer bullying, love for science, clarity of 

science teaching, student confidence in science, value given to science by the student, self-

efficacy in computer usage, number of study supports at home, parental education level, having 

extra lessons in the last year, time devoted to studying for science class, frequency of homework 

assignment by teachers, absenteeism, educational aspirations, ownership of a mobile phone, 

internet access, having one's own room, having a study desk, and owning a computer/tablet. 

The dataset used in the study was obtained from the official TIMSS website: 

https://timss2019.org/international-database/.  

Descriptive statistics for the independent variables used in the study are provided in 

Table 1. 
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Table 1. Descriptive Statistics for the Independent Variables. 

Predictive Variables Sub-categories % 

Gender 
Female 51 

Male 49 

Parents' Highest Education 

Level 

University or Higher 14,8 

Post-secondary but not University 7,5 

Upper Secondary 27,8 

Lower Secondary 29,2 

Some Primary, Lower Secondary or No 

School 
16,7 

Don't Know 4 

Computer ownership 
Yes 75,6 

No 24,4 

Possession of a desk 
Yes 79,8 

No 20,2 

Possession of own room  
Yes 65,2 

No 34,8 

Internet availability status  
Yes 73,3 

No 26,7 

Own mobile phone 
Yes 55,8 

No 44,2 

Home Educational Resources 

Many Resources 9 

Some Resources 60 

Few Resources 31 

About how often absent from 

school 

Once a week 4,1 

Once every two weeks 5,4 

Once a month 13,1 

Once every two months 15,5 

Never or almost never 61,9 

How far in education do you 

expect to go 

Finish <Lower secondary education 1,8 

Finish <Upper secondary education 4,6 

Finish <Post-secondary, non-tertiary 

education 
4,2 

Finish <Short-cycle tertiary education 3,5 

Finish <Bachelor’s or equivalent level 46,8 

Finish <Postgraduate degree: Master’s 39,1 

How many minutes spent on 

homework 

My teacher never gives me homework in… 6,6 

1–15 minutes 27,5 

16–30 minutes 37,6 

31–60 minutes 20,2 

61–90 minutes 4,9 

More than 90 minutes 3,2 

How often teacher give you 

homework 

Every day 6,6 

3 or 4 times a week 27,1 

1 or 2 times a week 36,8 

Less than once a week 20,9 

Never 6,6 
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Table 1 (Continued). Descriptive Statistics for the Independent Variables. 

Predictive Variables Sub-categories % 

Extra lessons last 12 month 

Yes, to excel in class 46,9 

Yes, to keep up in class 12,9 

No 40,1 

Students Sense of School 

Belonging 

High Sense of School Belonging 54,5 

Some Sense of School Belonging 36,9 

Little Sense of School Belonging 8,6 

Student Bullying 

Never or Almost Never 73,5 

About Monthly 23,2 

About Weekly 3,3 

Students Like Learning Science 

Very Much Like Learning Science 54,1 

Somewhat Like Learning Science 36,8 

Do Not Like Learning Science 9,2 

Instructional Clarity in Science 

Lessons 

High Clarity of Instruction 70,8 

Moderate Clarity of Instruction 21,4 

Low Clarity of Instruction 7,8 

Student Confident in Science 

Very Confident in Science 40,7 

Somewhat Confident in Science 36,4 

Not Confident in Science 22,9 

Students Value Science 

Strongly Value Science 46,0 

Somewhat Value Science 39,2 

Do Not Value Science 14,7 

 

2.1 Gradient Boosting 

Among machine learning methods, the Gradient Boosting (GB) method is used in 

regression and classification problems. Originating from boosting techniques and developed by 

Friedman, this method is also known as Gradient Boosted Trees [62]. GB is a powerful 

algorithm that delivers successful results in many fields [63], although it is prone to overfitting 

[57]. The method tries to create strong learners by combining the results of many predictors. In 

GB, fixed-sized decision trees are typically used as the base learners [64]. The model is built 

incrementally by minimizing the expected value of a specified loss function [65]. The model 

emphasizes more on the misclassified observations by learning from errors. In essence, GB 

applies a gradient-based optimization process to reduce the overall error of the ensemble by 

determining the optimal contribution of each weak learner to the final prediction [66]. 
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Figure 1. Structure of Gradient Boosting [67]. 

Gradient Boosting Algorithm 

𝐹0(𝑥) = 𝑎𝑟𝑔𝑚𝑖𝑛𝜌 ∑ 𝐿 (𝑦𝑖

𝑁

𝑖=1
, 𝜌) (1) 

For 𝑚 = 1 to M do: 

𝑦�̃� = − [
𝜕𝐿(𝑦𝑖 , 𝐹(𝑥𝑖))

𝜕𝐹(𝑥𝑖)
]

𝐹(𝑥)=𝐹𝑚−1(𝑥)

, 𝑖 = 1, 𝑁 (2) 

𝑎𝑚 = arg 𝑚𝑖𝑛𝒂,𝛽 ∑ [�̃�𝑖 − 𝛽ℎ(𝑥𝑖; 𝑎)]2
𝑁

𝑖=1
 (3) 

𝜌𝑚 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑝 ∑ 𝐿(𝑦𝑖 , 𝐹𝑚−1(𝑥𝑖) +  𝜌ℎ(𝐱𝑖;  𝑎𝑚))
𝑁

𝑖=1
 (4) 

𝐹𝑚(𝒙) = 𝐹𝑚−1(𝒙) + 𝜌𝑚ℎ(𝒙; 𝑎𝑚)        [68] (5) 

 

2.2 Extreme Gradient Boosting Method 

The XGBoost method, developed by Chen and Guestrin in 2016, is also utilized for 

solving classification and regression problems. It has been shown to produce successful results, 

particularly when working with large datasets [56]. XGBoost is known for its resistance to 

overfitting and its user-friendly interface [69]. Additionally, it features a high degree of 

flexibility and scalability. Similar to the Gradient Boosting method, it aims to create stronger 

models by combining numerous models. It does this by focusing on weak learners and 

combining their prediction results [56]. In this method, decision trees are sequentially 
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constructed. The structure of each tree is optimized, and the importance levels of variables are 

calculated accordingly [70]. The method operates on the principle of reducing the prediction 

error of the previous tree. To accomplish this, the algorithm utilizes a derived gradient to update 

the weights [45]. The method requires numerous prediction parameters. The success of the 

model depends on the best combination of parameters [71]. 

𝑦�̂� = ∑ 𝑓𝑚

𝑀

𝑚=1

(𝑥𝑖), 𝑓𝑚𝜖 𝐹 (6) 

where m is the number of trees, and, F represents the base model of the trees. 

𝐿 = ∑ ɭ

𝑖

(𝑦�̂�, 𝑦𝑖) + ∑ (𝑓𝑚

𝑚

) (7) 

Here, ɭ is the loss function that measures the error between the estimated and true values, and, 

 is a regularization function used to prevent overfitting. 

(𝑓) = 𝛾 𝑇 +
1

2
‖𝜔‖2 (8) 

where 𝜔, denotes the weights and T the number of leaves in each tree. 

𝐺𝑎𝑖𝑛 =
1

2
[

(∑ 𝑔𝑖)𝑖∈𝐼𝐿

2

∑ ℎ𝑖𝑖∈𝐼𝐿
+ 

+
(∑ 𝑔𝑖)𝑖∈𝐼𝑅

2

∑ ℎ𝑖𝑖∈𝐼𝑅
+ 

+
(∑ 𝑔𝑖)𝑖∈𝐼

2

∑ ℎ𝑖𝑖∈𝐼 + 
] − 𝛾 (9) 

 

In this formulation, a split is made if the information gain exceeds the threshold value 𝛾 [72]. 

 

Figure 2. XGBoost structure [73]. 
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3 RESULTS AND DISCUSSION 

Before beginning the analyses, a multicollinearity test was conducted to determine if 

there was any multicollinearity issue among the variables. It is generally accepted that 

multicollinearity exists when the Variance Inflation Factor (VIF) exceeds 10 and tolerance 

values fall below 0.1 [74]. According to the analysis results, VIF values ranged from 1.060 to 

2.48, while tolerance values varied between 0.412 and 0.944. These results indicate that 

multicollinearity is not a concern in this study.  

To assess the performance of the methods, the following evaluation metrics were used: 

Area Under the Receiver Operating Characteristic Curve (AUC), accuracy, precision, recall, F1 

score, Matthews Correlation Coefficient (MCC), and training time.  

AUC: It is a measure that indicates the accuracy of the model. There is a direct 

relationship between the size of the area under the curve and the classification performance of 

the model [33]. 

MCC: It is a measure that indicates the relationship between the predicted class and the 

actual class. The measure ranges between -1 and +1. Correctly classified predictions are 

indicated with +1, while incorrectly classified predictions are marked with -1 [75-76]. 

𝑀𝐶𝐶 =
(𝑇𝑃 ∗ 𝑇𝑁) − (𝐹𝑃 ∗ 𝐹𝑁)

√(𝑇𝑃 + 𝐹𝑃) ∗ (𝑇𝑃 + 𝐹𝑁) ∗ (𝑇𝑁 + 𝐹𝑃) ∗ (𝑇𝑁 + 𝐹𝑁)
 (10) 

Accuracy =
TP + TN

TP + TN + FP + FN
 (11) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (12) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (13) 

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2𝑥 
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥  𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙)
 (14) 

 

Before the analysis of the methods, 70% of the dataset was used for training and the 

remaining 30% for testing. For the analyses, Orange, a free Python-based software, was utilized.  

Table 2. Performance Criteria of Models (Default hyper-parameters). 

Model AUC CA F1 Precision Recall MCC Training 

time 
GB 0,74 0,56 0,56 0,56 0,56 0,34 15,85 

XGBoost 0,72 0,54 0,54 0,54 0,54 0,31 7,70 
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Subsequently, the performance of the methods was tested using parameters such as the 

number of trees, learning rate, and maximum tree depth. The best results were obtained when 

the number of trees was set to 100, the learning rate to 0.3, and the maximum depth to 6. To 

avoid overfitting, a 20-fold cross-validation method was applied. The analyses were performed 

on an Intel(R) Core(TM) i5-7200U CPU @ 2.50GHz 2.71GHz processor. The results are 

presented in Table 3. 

Table 3. Performance Criteria of Models (Optimum hyper-parameters). 

Model AUC CA F1 Precision Recall MCC 
Training 

time 

GB 0,90 0,77 0,77 0,77 0,77 0,65 62,41 

XGBoost 0,90 0,75 0,75 0,75 0,75 0,63 6,61 

 

Table 3 indicates that the GB method outperforms the XGBoost method in terms of 

classification performance across all evaluation metrics. However, it has been determined that 

the XGBoost method is faster in terms of training time.  

A comparison of Table 2 and Table 3 reveals that hyperparameter tuning significantly 

improved the models’ performance. 

Table 4. Importance levels of factors affecting science achievement according to the GB 

method. 

Number Variables Significance Level 

1 Student confident in science 9,3 

2 About how often absent from school 5,9 

3 Home educational resources 4,0 

4 How far in education do you expect to go 2,5 

5 Parents' highest education level 2,4 

6 Students sense of school belonging 2,3 

7 Number of home study supports 2,0 

8 How often teacher give you homework\science 1,9 

9 Extra lessons last 12 month 1,9 

10 How many minutes spent on homework 1,8 

11 Instructional clarity in science lessons 1,7 

12 Self-efficacy for computer use 1,5 

13 Gender 1,5 

14 Students value science 1,3 

15 Home possess\own mobile phone 1,2 

16 Students like learning science 1,1 

17 Student bullying 1,1 

18 Home possess\study desk 1,0 

19 Home possess\internet connection 0,9 

20 Home possess\computer tablet 0,9 

21 Home possess\own room 0,7 
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As seen in Table 4, the most influential variable in predicting science achievement using 

the GB method is “student confidence in science.” It is followed by, in order, 'About how often 

absent from school ', 'Home educational resources ', ' How far in education do you expect to go 

' and ' Parents' highest education level ' variables.  

Table 5. Importance levels of factors affecting science achievement according to the 

XGBoost method. 

Number Variables 
Significance 

Level 

1 Home educational resources 7,0 

2 Student confident in science 5,7 

3 About how often absent from school 2,9 

4 Parents' highest education level 2,5 

5 How far in education do you expect to go 2,5 

6 
How often teacher give you 

homework\science 
2,1 

7 Home possess\study desk 1,8 

8 Extra lessons last 12 month 1,7 

9 Home possess\internet connection 1,6 

10 Number of home study supports 1,6 

11 Self-efficacy for computer use 1,6 

12 Instructional clarity in science lessons 1,5 

13 Student bullying 1,5 

14 Home possess\computer tablet 1,4 

15 How many minutes spent on homework 1,3 

16 Students sense of school belonging 1,3 

17 Home possess\own room 1,3 

18 Students value science 1,2 

19 Students like learning science 1,2 

20 Home possess\own mobile phone 1,2 

21 Gender 1,1 

 

According to Table 5, “home educational resources” is the most influential variable in 

the XGBoost model, followed by “student confidence in science,” “school absenteeism,” and 

“educational aspirations.” 

The aim of this study was to identify the factors affecting eighth-grade science 

achievement in TIMSS 2019 using the boosting algorithms Gradient Boosting (GB) and 

Extreme Gradient Boosting (XGBoost), and to compare the classification performance of these 

two methods. The results indicate that the GB algorithm outperformed XGBoost across all 

performance metrics, except for training time. 
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Furthermore, according to the GB method, the most significant variable influencing 

science achievement was “student confidence in science,” whereas for the XGBoost method, it 

was “home educational resources.” Following GB, other key variables included school 

absenteeism, home educational resources, educational aspirations, and parents’ highest 

education level. In the case of XGBoost, after “home educational resources,” the next most 

influential variables were “student confidence in science,” “school absenteeism,” “parents’ 

highest education level,” and “educational aspirations.” These findings demonstrate that both 

models identified the same top five variables, albeit in different orders. 

In contrast to the present study, research conducted by Aksu and Doğan [77] and Filiz 

and Öz [22] identified information and communication technologies as the most significant 

factor affecting science achievement. A study by Uğuz, Şahin, and Yılmaz [78], which utilized 

different educational datasets, also found a positive relationship between the use of computer 

technologies and science achievement. Additionally, several studies in the literature have 

highlighted students’ self-efficacy perception as a key factor [5, 9, 33]. Consistent with the 

current findings, Zeybekoğlu and Koğar [79] reported that the number of books at home was 

the most influential factor, while Anıl [27] found that the father’s education level played the 

most significant role. 

Although previous studies using TIMSS data have employed various machine learning 

methods, none have used GB and XGBoost in combination as in the current study. For example, 

Filiz and Öz [22] applied NB, DT, ANN, SVM, and LR to determine factors affecting science 

achievement, finding that LR and Polynomial SVM performed best. In another study, Filiz and 

Öz [21] evaluated factors influencing mathematics achievement using KNN, NB, SVM, ANN, 

DT, and LR, concluding that LR yielded the most effective results. Similarly, Bezek Güre [24] 

compared the performance of the ensemble methods Adaboost and Bagging using the TIMSS 

2019 mathematics dataset, and while no significant difference was found regarding the number 

of variables, Bagging was found to be superior when comparing different sample sizes. A study 

by Askin and Gokalp [18] comparing LR and ANN concluded that ANN performed better, 

whereas Depren et al. [19] found LR to be more successful. 

In the present study, the GB method achieved higher classification performance in terms 

of accuracy (0.77), F1 score (0.77), precision (0.77), recall (0.77), and MCC (0.65), whereas 

XGBoost demonstrated faster model training time. These findings are in line with similar results 

reported in the literature. 
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The study initially evaluated model performance using default hyperparameters and 

then tested optimized configurations, including the number of trees, learning rate, and 

maximum tree depth. The best outcomes were obtained with 100 trees, a learning rate of 0.3, 

and a maximum tree depth of 6. These findings emphasize the importance of hyperparameter 

tuning in boosting methods, as supported by Bentéjac, Csörgő, and Martínez-Muñoz [57]. 

Moreover, to enhance the generalizability of the results, this study employed 5-fold, 10-

fold, and 20-fold cross-validation techniques, with the highest performance observed in the 20-

fold cross-validation. Consistently, Bezek Güre [76] also highlighted the superior performance 

of 20-fold cross-validation in his study. Contrary to the present findings, Susanto and Utami 

[42], who utilized the same methods to predict PISA 2022 reading proficiency, reported that 

XGBoost outperformed the alternative models.  

Furthermore, studies utilizing educational data frequently employ the XGBoost method, 

which is one of the algorithms used in the present study. Asselman et al. [43], in their effort to 

predict student performance, employed RF, Adaboost, and XGBoost methods. They reported 

that XGBoost achieved superior classification performance with accuracy rates of 78.75% on 

the ASSISTments dataset, 74.96% on the Andes dataset, and 72.00% on the Simulated dataset. 

Saidani et al. [44] used XGBoost, CatBoost, and LGBM to predict student employment and 

found that LGBM yielded more accurate predictions. Wahyuningsih et al. [45] used XGBoost 

and Linear Regression to predict student success, achieving an accuracy rate of 68%. Similarly, 

Liu, Chen, and Liu [46] used XGBoost, SVR, and RFR to identify factors affecting reading 

skills and reported that XGBoost made the most accurate predictions. Likewise, Ridwan, 

Priyatno, and Ningsih [55], in their study on predicting school dropout and academic 

achievement using the XGBoost method, achieved 88% precision and an F1 score of 81%, 

indicating strong predictive performance. Yan [50] attempted to predict student success using 

XGBoost, RF, Lasso, Elastic Net, SVM, and DT, and found that XGBoost outperformed the 

other methods. Cao, Zhang, and Tin [48], using XGBoost to examine the impact of scientific 

literacy on reading, concluded that the algorithm is well-suited for handling multivariate 

datasets. Meanwhile, Woo and Kim [49] applied XGBoost to determine learning orientations 

based on gender, reporting classification accuracies ranging from 76.97% to 81.88%. Zopluoğlu 

[51], in his study on exam fraud detection using XGBoost, demonstrated its effectiveness in 

classification tasks. Çakıt and Dağdeviren [52], in their research on predicting university 

selection scenarios using multiple machine learning algorithms, also concluded that XGBoost 

performed better than the other methods. Similarly, Nirmala [53], in a study predicting students' 
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graduation statuses using RF and XGBoost, found XGBoost to yield more accurate predictions. 

Guang-yu and Geng [54] analyzed university students' performance and behaviors using 

XGBoost, reporting a correct classification rate of 73%. 

The application of these methods is not limited to education; they have also been 

employed in other fields. Similar to the present study, Bentéjac, Csörgő, and Martínez-Muñoz 

[57] conducted a comparative analysis of gradient boosting methods (GB, XGBoost, LGBM, 

and CatBoost), evaluating them in terms of speed, accuracy, generalization performance, and 

hyperparameter configuration. Their findings emphasized the critical role of hyperparameter 

tuning. Şahin [58] used GB, XGBoost, and RF for landslide susceptibility mapping and found 

that XGBoost performed most successfully. In a subsequent study on the same topic, Şahin [59] 

used GB, CatBoost, XGBoost, LGBM, and RF, concluding that CatBoost yielded superior 

predictive accuracy. Likewise, Demir and Şahin [60] employed GB, XGBoost, and Adaboost 

to predict soil liquefaction, with XGBoost emerging as the most successful method. Sibindi, 

Mwangi, and Waititu [61] utilized Adaboost, GB, XGBoost, and LGBM—as well as a hybrid 

LGBM–XGBoost model—for predicting house prices, concluding that the hybrid method 

provided the best predictions. 

As previously noted, the current study found that the GB method outperformed 

XGBoost in terms of classification performance. However, some studies in the literature have 

reported different findings [58, 60]. It has also been determined in this study that the XGBoost 

method requires less training time. In contrast, Bentéjac, Csörgő, and Martínez-Muñoz [57] and 

Ke et al. [80] found that LGBM is faster than XGBoost. Similarly, Wen et al. [81] stated that 

their proposed algorithm outperforms XGBoost in terms of computational speed. 

4 CONCLUSION AND SUGGESTIONS 

This study aimed to compare the predictive performances of the tree-based methods 

Gradient Boosting (GB) and Extreme Gradient Boosting (XGBoost) using a large-scale dataset 

from the TIMSS assessment. Both algorithms were tested under default configurations as well 

as with a variety of hyperparameter settings. Their performances were evaluated using 5-, 10-, 

and 20-fold cross-validation techniques. The optimal results were obtained with 100 trees, a 

learning rate of 0.3, a maximum tree depth of 6, and 20-fold cross-validation. 

According to the findings, the GB algorithm demonstrated better classification 

performance than the XGBoost method. These results highlight the critical importance of 
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hyperparameter optimization in assessing model effectiveness. Future research is encouraged 

to investigate the performance of these algorithms under alternative parameter configurations 

and cross-validation strategies. 

The current study is limited to the Turkish sample and eighth-grade science data. The 

TIMSS survey is administered at both the fourth- and eighth-grade levels, collecting data not 

only from students but also from teachers, families, and school administrators. This provides 

an opportunity to examine a broader set of factors that influence student achievement. Future 

research could explore data collected from these additional sources. 

Additionally, studies could be conducted using data from countries other than Türkiye, 

or by utilizing other large-scale educational datasets such as PISA, ABIDE, or PIRLS. 

Moreover, further research could be carried out using datasets from different educational 

domains. These studies may also benefit from the application of diverse machine learning 

techniques. 
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