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Abstract. In the era of massive language models, it is essential to un-
derstand the evolving interest in tools like ChatGPT, a generative arti-
ficial intelligence (GenAI) model. It’s doubtful that consumers’ present
feelings and degree of interest will last over time. This work used ob-
servational metrics and natural language processing to predict future
sentiments and search trends regarding GenAl. Time-bound web ana-
lytics data and Twitter metrics related to GenAl were collected using
Google Trend and the Twitter API on Orange Data Mining Toolkit.
Google trend data was forecasted using Autoregressive Integrated Mov-
ing Average (ARIMA), whereas sentiment polarities and search interest
time series were predicted using Naive Bayes. The experiment’s results
indicated a limited correlation between tweet sentiment polarity scores
and engagement metrics. Five subjects in all were returned by the topic
modeling: doubts or skepticism about OpenAl and Microsoft, Microsoft
and Al Use, French discussions on ChatGPT, ChatGPT arguments and
usage, and making something funny in relation to intelligence and anal-
ysis. Among 50 predicted sentiment instances, 82% were positive, 8%
neutral, and 10% negative—indicating a generally optimistic outlook.
These findings underscore the value of analyzing sentiment and interest
trends to understand GenAlI model evolution.
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1 Introduction

The "artificial intelligence" (AI) academic conference, convened by [I], in 1955
marked the beginning of the discussion regarding the feasibility of a thinking
computer system. The concept proven to be a game-changer in the field of
computer science and is currently driving unprecedented disruptive innovations
across the information technology value chain. In order to surpass humans in
decision-making, artificial intelligence (AI) refers to machines and systems that
exhibit human cognition, according to [2]. The argument for the possibility of
a thinking computer system has been reinforced by the previously unheard-of
computing results that have been shown by machine learning (ML), natural lan-
guage processing (NLP), expert systems, and other Al use cases [3]. Natural
language processing (NLP) has recently shown great potential as a disruptive
machine intelligence use case that might leverage human language to develop a
more sophisticated Al in the language domain. A wide range of NLP problem
domains are targeted by the NLP applications, also referred to as conversational
AT [4] or language models [5]. These include the Generative Al (GenAlI) model
[6], chatbots [7], virtual assistants [§], sentiment analysis tools [9], text summa-
rization tools [I0], speech recognition tools [I], text-to-speech tools [12], named
entity recognition tools [13], topic modeling tools [I4], and more. It is becom-
ing increasingly crucial to ascertain the future of the enduring interest in using
ChatGPT as an example of GenAl models. However, its perceived usefulness,
usability, security and privacy concerns, and ethical considerations may affect
its ongoing adoption and use. By studying consumers’ existing attitudes and
time-aware interest in these products, a market study will be able to determine
the variables driving the continued adoption and deployment of GenAl solutions
in use case professional areas. The main objective of the study is to develop a
framework that can forecast future attitudes and interests of GenAl users.

2 Related Works

[15] investigated the Fusion of EEG response and sentiment analysis of prod-
ucts review to predict customer satisfaction. A novel multimodal paradigm for
predicting consumer product ratings is put forth in this study. It integrates in-
formation from several sources, such as physiological signals and international
reviews of certain brands and products. Evaluations from viewers worldwide are
retrieved and processed using Natural Language Processing (NLP) technology
to calculate a compound score that is utilized to calculate the overall rating.
Results from the study showed the Variance problem eliminated by the ensem-
ble modelling. However, there were no test of multicollinearity on predictive
attributes. [16] examined the Text Analysis of ChatGPT as a Tool for Academic
Progress or Exploitation. The study’s goal was to find out how people feel about
large language models (LLMs) like ChatGPT because of the intense arguments
they cause. Through data mining, it seeks to further understand its likely im-
pact on the education sector by examining end-user viewpoints. The results from
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the study showed an efficient data visualization approach. However, the study
encountered non-inclusive/non heterogenous primary data. [I7] investigated Sen-
timent analysis using product review data. The data used in this study came
from online product reviews collected from Amazon.com. Experiments on clas-
sification at the review level and categorization at the sentence level are carried
out with promising outcomes. One fundamental problem in sentiment analysis
that is addressed in this paper is the classification of sentiment polarity. Results
from the study showed an Automated ground truth labelling as well as effective
Feature extraction through Bag of-Words approach. However, topic modelling
will better extract themes from product reviews to achieve study aims. [I8] ex-
amined Sentiment Analysis and Classification for Software as a Service Reviews.
This study examines how cloud user reviews represent users’ experiences with
Software as a Service (SaaS) applications. The polarity of each review—that is,
whether a positive, negative, or neutral sentiment was being conveyed— was
ascertained by employing sentiment analysis to examine almost 4000 online re-
views that were collected from multiple websites. Results from the study showed
that Cross-validation approach significantly reduced variance problem as well
as outperforming term occurrence approaches. However, the predictive abilities
of independent variables not pre-determined. [I9] investigated Attention-based
sentiment analysis using convolutional and recurrent neural network. This study
created a new model that integrates the benefits of attention mechanism archi-
tectures based on Recurrent Neural Networks (RNN) and Convolutional Neural
Networks into a single model. CNN initially learns the important sentence as-
pects from the input representation in the suggested architecture. An attention
mechanism is employed to direct the model’s attention to the characteristics
that significantly contribute to the prediction job by calculating the attention
score from the features context produced by CNN filters. Results from the study
showed that the Computation of attention score optimized the performance of
the modelling. However, Out-of-Sample approach will better evaluate the per-
formance of the hybrid predictive model.

3 Methodology

3.1 Conceptual framework of the research methodology

The eight-phase conceptual framework used in this study is shown in Figure
Each phase of the framework will be carried out through an experimental
process, which includes the following experimental activities: Data Acquisition
(Section , Data Pre-processing (Section , Topic Modeling (Section ,
Sentiment Analysis (Section , Exploratory Data Analysis (Section, Pre-
diction of Future Sentiment towards GenAI (Section [3.7), and Evaluation of the
Predictive Models (Section [3.8).

3.2 Data Acquisition

The study’s primary data, which includes textual expressions concerning GenAls
and the pattern of inquiries into GenAl over time, was obtained from two differ-
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Fig. 1: The conceptual framework of the study methodology.

ent sources. To minimize the likelihood of irrelevant data and to ensure inclusive
data representation, the data is gathered using popular hashtags and targeted
search terms.

3.3 Data Pre-processing

In order to clean acquired tweets on GenAl, NLP techniques such as lemmati-
zation, tokenization, stop word removal, etc., must be used at this stage. The
unstructured corpus of textual expressions known as tweets needs to be appro-
priate for further NLP use cases, such as topic modeling and sentiment analysis.
The textual tweet will be processed by the NLP techniques, which will then turn
it into a collection of distinct words or keywords known as tokens.

3.4 Topic Modelling

The penultimate step, topic modeling, groups related tweet posts according to
their vectorized representation using the clustering method k-means. Finding a
group of subjects or themes that best capture the corpus is the aim.

3.5 Sentiment Analysis

The VADER (Valence Aware Dictionary and Sentiment Reasoner) sentiment
methodology is a rule-based approach to sentiment analysis. It employs a vo-
cabulary of words and their accompanying sentiment ratings to determine the
sentiment of a text. Among other things, the method offers rules for handling
negation, capitalization, and punctuation. For sentiment analysis, the following
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Algorithm 1 Topic Modelling Algorithm

: Input: Textual tweet corpus T', number of topics K
: Output: Topic-word distribution matrix 7, document-topic distribution matrix ©
: Initialize 7 and © randomly
: Initialize topic assignments for all words in T’
repeat
for each document d in T" do
Compute topic distribution for document d using current 7 and ©
for each word w in document d do
Compute topic distribution for word w using current © and ©
10: Sample a new topic for word w based on the distribution
11: Update topic counts for the new assignment
12: end for
13: end for
14: Update 7 and © based on topic counts and hyperparameters
15: until convergence
16: return final 7 and ©

©

procedures are used. Positive sentiment score: the total of the word’s ratings
across all positive sentiment categories. Score for negative sentiment: sum of all
negative sentiment categories’ scores that is negative The term is a part of the
total of the scores for each category to which the word belongs is known as the
neutral sentiment score. The compound sentiment score, which ranges from -1
(most negative) to +1 (most positive), is a normalized, weighted composite value
of the positive, negative, and neutral scores. The word "w" in each GenAl tweet
is given a numerical value of 1, 0, or -1 to indicate a positive, neutral, or negative
sentiment in its calculations. Consequently, a tweet with the polarity "T" is:

T = {wy,wa, w3, ..., w,} (1)
while Equation [I]is computed on the frequency of words w in T' which occurs
in z. The pos(T, z) and neg(T, z) are positive and negative words from 7' that
occur in z:
sum(7, z) = pos(T, z) — neg(T, z) (2)
hence, sentiment s1(2) of a feature z under polarized lexicon T is derived by:
T ifsum(T,z) >0
s1(2) =40 if sum(7,2) =0 (3)
T ifsum(T,z) <0

Compound score C is given as:

C—__P7n (4)

/p2 +n2 +U2

where p is the positive polarity score and n is the negative polarity score.
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Algorithm 2 VADER-based Sentiment Analysis Algorithm

Input: A GenAl-related tweet

Output: A sentiment score (between -1 and 1) and a sentiment category (positive,

negative, neutral, and compound score)

1: Load the VADER lexicon, which contains a list of words and their associated
sentiment scores

2: Tokenize the text into individual words

3: Initialize the positive, negative, and neutral sentiment scores to 0
4: for each word in the text do

5: if the word is not in the VADER lexicon then

6: continue

T else

8: Get the sentiment score of the word from the lexicon
9: if the sentiment score is positive then
10: Add it to the positive sentiment score
11: else if the sentiment score is negative then
12: Add it to the negative sentiment score
13: else
14: Add it to the neutral sentiment score
15: end if
16: end if
17: end for

3.6 Exploratory Data Analysis (EDA)

EDA is a method for examining and distilling datasets to gain knowledge and
identify trends, correlations, and abnormalities. As the first step in the data
analysis process, exploratory data analysis (EDA) usually involves statistical
and graphical approaches. To further provide actionable insights into the topic
of GenAl as it relates to the future feelings of its users, this study will make use
of certain EDA methodologies.

3.7 GenAl Future Sentiment Forecasting with Naive Bayes

In the literature, Naive Bayes is frequently suggested for sentiment polarity
predictive analytics, particularly when it comes to social media metrics [20]. A
popular probabilistic machine learning approach for text classification tasks, such
as sentiment analysis, is Naive Bayes. The Naive Bayes model in this study was
trained using predictive features, which include the sentiment polarity scores of
positive, negative, neutral, and other social media metrics linked to each GenAl
tweet. In order to approximate the ground truth of either positive, negative, or
neutral sentiment—the set of dependent variables—the predictive independent
variables are the collection of social media indicators. A sentiment score—that
is, a value of 1 for positive, a value of -1 for negative, and a value of 0 for
neutral—was assigned to each tweet. The Naive Bayes algorithm then learnt to
predict the mood of new, unlabeled GenAl tweets based on the word patterns
and linkages in the training data.
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3.8 Model Evaluation

The Confusion Matrix’s True Positive (TP), True Negative (TN), False Positive
(FP), and False Negative (FN) components will be used to compute the met-
rics. The confusion matrix, which is separated into two dimensions, such as the
Predicted Values and True Values, along with the total number of predictions
in each category, is used to determine how well a classification model performs
on a particular test set of data.

4 Implementation and Results

4.1 Data Acquisition

The API produced 801 tweets and data in total, including the date, tweet in-
stances, likes, retweets, recounts, quotation counts, and more. The timestamp
and the quantity of search entries per minute are included in the Google trend

statistics. 53 instances in total are returned by the Google trend. This is shown
in Figure

Fig. 2: Screenshot of acquired tweets and other engagement metrics.

4.2 Topic modelling of acquired tweets

The obtained 801 tweets are put through topic modeling in accordance with the
conceptual framework shown in Figure [I| in order to identify consensus topics
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within the corpus. Five (5) topics and the weights of the words that make up
each topic are returned by the LDA-based modeling. Table [T] displays the topic
modeling result, which includes the subjects and their corresponding weights.

Table 1: Topics returned by VADER modelling.

Output Topics Topical Words ‘Weights of Words

Topic 0 de, en, chatgpt, use, su 0.030, 0.015, 0.012, 0.012, 0.012
Topic 1 chatgpt, ai, 're, way, using 0.018, 0.018, 0.015, 0.008, 0.008
Topic 2 le, chatgpt, de, ’s, pa 0.015, 0.015, 0.009, 0.009, 0.009
Topic 3 openai, microsoft, ai, n’t, never 0.016, 0.013, 0.013, 0.010, 0.010
Topic 4 make, fun, exam, n’t, intelligence 0.013, 0.009, 0.009, 0.009, 0.009

4.3 Summary Statistics of Tweet Engagements

The sentiment polarity that the initial sentiment analysis returned are concate-
nated with the engagement metrics that correlate to each of the obtained tweets.
Table 2| displays the statistical summary of the data (twitter engagements) on
generative Al tweets. Important information about the distribution and proper-
ties of different observational attributes is provided by the data. Retweet counts,
like counts, quote counts, and hashtag counts are all included in the dataset in
Table 2] As indicated by the comparatively high standard deviations, one note-
worthy finding is the existence of a significant variance in the quantity of replies,
retweets, and likes. The presence of tweets with a much greater level of involve-
ment is demonstrated by the fact that, for example, the highest value reaches
3098, while the mean reply count is 7.07. Similar to this, the dataset’s tweets’
varying levels of popularity are highlighted by the mean like count, which is
97.80 with a maximum value of 56073.

4.4 Sentiment Analysis by Naive Bayes

The priors were calculated by the Naive Bayes. The class priors for the Negative,
Neutral, and Positive classes are calculated as [0.3625, 0.040625, and 0.596875]
in this context. These values signify the probabilities of encountering each senti-
ment class in the overall training data. Breaking down these class priors further,
it suggests that approximately 36.25% of the tweets are classified as Negative
sentiment, 4.06% as Neutral sentiment, and a predominant 59.69% as Positive
sentiment. An intriguing finding regarding the sentiment polarity of tweets about
GenAl is highlighted by this distribution. The high likelihood of Positive class
priors suggests that there is a strong positive sentiment in this dataset, indicating
that a significant percentage of tweets are optimistic or have positive views about
GenAl. Conversely, a lower frequency of negative or neutral attitudes in the ex-
amined tweets is shown by the lower probabilities for the Negative and Neutral



Utilizing Natural Language Processing ... 47

classes. This knowledge is essential for analyzing, using the given dataset, the
sentiment landscape in the field of generative Al as a whole.

Table 2: Summary statistics of engagement metrics of acquired tweets

Reply Count Retweet Count Like Count Quote Count Hashtag Counts

Mean 7.07 11.38 97.80 2.62 0.69
Std 120.86 244.74 2019.06 68.85 1.55
Min 0.00 0.00 0.00 0.00 0.00
25% 0.00 0.00 0.00 0.00 0.00
50% 0.00 0.00 1.00 0.00 0.00
75% 1.00 0.00 2.00 0.00 1.00
Max 3098.00 6815.00 56073.00 1947.00 15.00

4.5 Naive Bayes for Future Sentiment Forecast

Given that there are five instances of predicted negative sentiment (10%), four
instances of neutral sentiment (8%), and the remaining eighty-two percent of
positive sentiments, the ARIMA-based future sentiment forecast is used to show
the expected trend of sentiments on the topic of GenAl. The Results showed
that for the forecasted sentiment polarity scores for each time out of the 50 fore-
casted times, 41 instances are predicted to have a positive sentiment, four (4) are
predicted to be neutral, and five (5) are predicted to have a negative sentiment.
The performance evaluation plot of the Naive Bayes and the Comparative search
trend plot between acquired and forecasted time series data are shown in Figure
and [4| respectively. Figure [3| showed that the Mean Absolute Error (MAE) had
the highest value of 15 while the Root Mean Squared Error (RMSE) had the
lowest value of 4. Figure [] showed that precision had the highest value of 0.9
while the accuracy and recall both had the least value of 0.5.

5 Conclusion

The aim of this study was to estimate future interest trends and obtain insights
into the attitudes surrounding GenAI models by utilizing web analytics data and
natural language processing techniques. The study aims to give a thorough grasp
of the dynamics surrounding GenAl by gathering time-bound site analytics data
and Twitter metrics and using techniques including sentiment analysis, topic
modeling, and time series forecasting. The results of the experiment indicate
different levels of future attitude and interest across time. Over the designated
time periods, the projected sentiment analysis shows a largely favorable senti-
ment trend with some noteworthy oscillations but an overall upbeat prognosis.
The majority of the time, the Naive Bayes model predicts positive sentiments,
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Fig. 3: The performance evaluation plot of the Naive Bayes

which is consistent with the public’s favorable opinions about generative arti-
ficial intelligence (GenAI). However, the ARIMA prediction for search interest
in GenAl shows a steady drop in interest over time, pointing to a possible drop
in public interest or involvement. These divergent patterns might indicate that
interest in GenAl is plateauing or declining, even while sentiment is still pos-
itive. The study’s conclusions offer insightful information for stakeholders and
decision-makers in the AI sector by highlighting the significance of taking into
account both sentiment and interest patterns in order to obtain a thorough grasp
of the changing environment around GenAI models.
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