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ABSTRACT 
Objectives: Pneumonia ranks among the infections and presents a considerable health threat, especially in 
certain age groups and developing countries. The accurate diagnosis of the disease and prompt identification 
are crucial for treatment purposes. This study aimed to develope a convolutional deep neural network model 
that can detect pneumonia using a sufficient number of chest X-ray images that have been verified with a "def-
inite diagnosis" clinically.  
Methods: This study uses a dataset that includes 1000 chest X-ray images from a variety of age groups taken 
as part of patient care at Koç University Faculty of Medicine Hospital Clinics. The dataset sample includes 
two sets of pictures called normal and pneumonia infected. Various preprocessing techniques were used on 
the obtained images, thus enabling the training and testing of our developed prediction model. 
Results: We improved the accuracy of the model's decisions by applying image processing techniques, suc-
cessfully achieving high levels of decision accuracy with our model We have elevated the precision of deci-
sion-making in our model to outstanding levels and achieved impressive F1 Score and AUC (Area Under the 
Curve) values (F1 Score: 0.94 and AUC Score: 0.98). 
Conclusions: Our model was trained using X-ray images produced from the same devices of the same hospital 
and achieved very high prediction results, but using images produced from different countries, different hos-
pitals and different devices, especially training and testing the model with much larger data sets, is a necessary 
need for this study and the model we developed to become more universal, and in this sense, there is a need to 
develop and expand the study. 
Keywords: Pneumonia, convolutional neural network, chest X-ray, deep neural network, machine learning, 
deep learning, artificial intelligence
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Studies have shown that pneumonia is a reason for 
hospital admissions in people of all ages and can 
be a serious health concern for the elderly popu-

lation as it may result in severe illness and even death. 
A research investigation, into the number of deaths as-
sociated with pneumonia has revealed that national 

mortality statistics from 14 years of 19 european union 
countries were analysed and reported to be the most 
common cause of infection-related deaths, especially 
among the elderly and individuals with comorbidities. 
[1]. Children under 5 ages and individuals over 65 
ages are, at risk of pneumonia related complications. 
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In 2019 2.5 million deaths globally were linked to 
pneumonia [2].  
      Lung infection known as pneumonia can be 
caused by microorganisms like bacteria or viruses and 
is identified by respiratory symptoms and lung abnor-
malities on imaging tests such as infiltrations or con-
solidations in lung tissue or pleural effusion [3, 4].  
      The diverse range of infections across societies 
and age groups highlights a need to understand poten-
tial causes for effective treatment strategies. Identify-
ing pathogens that cause lower respiratory tract 
infections, especially in childhood, is a challenging 
process because disease indicators may overlap with 
respiratory pathogens not related to infection, and ex-
isting routine tests may often lead to false-negative re-
sults or detect randomly transmitted pathogens [5]. 
Commonly seen in viral pneumonia are similar symp-
toms that can be observed by the doctor during a phys-
ical checkup to evaluate the patient’s general 
well-being including respiratory difficulties and men-
tal alertness. The doctor also checks the signs such as 
temperature and pulse rate along, with examining lung 
abnormalities by inspecting the rib cage and listening 
to the patients’ breathing sounds. The results provide 
clues that suggest pneumonia may be present but to 
confirm the diagnosis definitively a chest X ray is nec-
essary [6].  
      Alveolar infiltration seen on a chest X ray is 
described as the buildup of cells and fluid within the 
alveoli (air sacs). This pattern is frequently seen in 
pneumonia caused by bacteria such, as Streptococcus 
pneumoniae. On an X ray image alveolar infiltration 

appears as a dense opacity.  
A common feature of pneumonia is the presence of 
boundaries usually limited to a specific part of the lung 
(referred to as lobar pneumonia).  
      Another characteristic is infiltration which occurs 
when inflammation and fluid buildup happen in the 
connective tissue between the air sacs that support 
lung structure. Known as the interstitium. This type of 
infiltration is often seen in cases of pneumonia or 
pneumonia caused by less common microorganisms 
like Mycoplasma pneumoniae. X ray images show in-
filtration as a broader and more spread-out pattern, 
with fine reticular or nodular features; however, this 
distinction may not always be clear cut. Some bacter-
ial pneumonias like Staphylococcus aureus pneumonia 
can show infiltration while certain viral pneumonias 
may display alveolar infiltration as well. It's important 
to consider the findings along, with clinical observa-
tions and lab tests to determine the cause of pneumo-
nia correctly [7].  
      Getting a chest X ray is a radiographic procedure 
used for screening purposes. Diagnosing lung condi-
tions is commonly done using chest X ray imaging due 
to its cost effectiveness and ease of access without in-
vasive procedures involved in the process of identifi-
cation from the images relies heavily on skilled and 
seasoned doctors’ knowledge and training " This chal-
lenge becomes particularly significant in regions, with 
limited healthcare resources where both the frequency 
and severity of these disorders are higher.  
      Pediatric pneumonia rates are much higher than 
the global average figures suggest. Automated diag-
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Fig. 1. Chest X-ray of a) normal patient and b) pneumonia infected patient.
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nostic tools using chest X rays are seen as a way to 
improve radiologists’ productivity and cut down on 
healthcare costs while speeding up the detection and 
treatment of pneumonia in kids. 
 
 
METHODS 
 
Experimental Dataset  
This research study uses a dataset that includes 1000 
chest X-ray images from a variety of age groups taken 
as part of patient care at Koç University Faculty of 
Medicine Hospital Clinics. The sample includes two 
sets of pictures called normal and pneumonia infected 
as shown in Fig. 1. Pneumonia is divided into bacterial 
and viral pneumonia. Qualified radiologists assigned 
labels during the data preparation process for patients, 
with a confirmed diagnosis based on chest X-ray im-
ages and advanced imaging methods as necessary. 
Backed up by laboratory tests and further validated 
through pathological examinations when needed and 
ultimately decided upon by the physicians.  
      The council's viewpoint was taken into consider-
ation when organizing the imaging process and con-
ducting laboratory procedures on samples from both 
healthy individuals and those with pneumonia infec-
tion for Convolutional Neural Network (CNN) train-
ing purposes later on; the images, in these sample 
subsets were then shuffled randomly for analysis as 
outlined in Table 1. Examining smaller portions, for 
analysis and evaluation.  
      Our approach to identifying pneumonia is based 

on the predictions we make. In order to guarantee the 
reliability and accuracy of the predictions made by our 
CNN model we have incorporated measures, into the 
image preprocessing stage. One, after the other algo-
rithms are executed in sequence.  
 
Resize Pictures  
      The X-ray images of patients’ chests can vary de-
pending on factors like age and health status well as 
body type. In order to create a model, we meticulously 
adjusted all the images to ensure the lung, to image 
ratio is optimized. This manual adjustment led to im-
ages of sizes after cropping each one, as illustrated in 
Fig. 2. Therefore, we included the tactics mentioned 
below in our approach.  
 
Preparing Images, for Analysis  
      After using the picture cropping method, we ap-
plied three processing steps to each image before in-
cluding them in the training phase. Firstly, we adjusted 
all images to 512 × 512 size to match the CNN models 
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Fig. 2. Histogram equalized and cropped versions of the images shown in Fig. 1.
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input requirements. We used bilinear interpolation to 
decrease the image sizes, for uniformity. In this step, 
we performed histogram equalization on the images 
to improve their overall quality and clarity.  
Fig. 2 of the report is where you can see the effects of 
histogram equalization clearly shown in comparison 
to methods used in image processing tasks like nor-
malizing pixel values within a specific range of 1 to 
255 for better data scaling, in the third layer adjust-
ment process.  
 
Enhancing Data  
      We improved our sample by rotating it at an angle 
selected from a uniform range of [-10, 10] degrees. 
After the enhancement process was completed, we 
also doubled the size of the training sample set. Ro-
tating images randomly boosts the model's robustness 
in accommodating the positioning of young patients 
and others. Severe illnesses can show images, on X-
rays naturally.  
 
Training at CNN  
      Many studies have shown results with various net-
works like ResNet18 [8], DenseNet121 [9], Xception 
[10], MobileNet [11]. However, these networks are de-
signed for datasets. They have tens of millions of param-
eters for training A network with too many parameters 
trained with a small sample like ours often results in sig-
nificant fluctuations, in loss values affecting accuracy 
values. Therefore the model cannot be considered. 
      Our study utilized a CNN design showcased in 

Fig. 3 for analysis purposes. During the training phase 
of the model development process running over 100 
epochs with a batch size of 32. We opted for employ-
ing the square error (MSE) loss function paired with 
the Adam optimizer and maintained a learning rate set 
at 0.0001, during the training session.  
 
Assessing Performance  
      The balanced datasets play a role in enhancing the 
predictive accuracy of both the Diagnostic and Diag-
nostic models in comparison to imbalanced datasets 
that require more complex neural network structures 
to effectively handle the data distribution disparities 
observed within the dataset where normal instances 
occur roughly four times less frequently than infected 
cases. 
      There seems to be a difference and inconsistency 
in the model predictions output observed here; how-
ever, if the model can maintain stability and accuracy 
even when trained under such conditions, at higher 
levels, it would give a significant edge in adjusting the 
model for various data sets broadly. The dataset com-
prises 93% of the information used for analysis pur-
poses in this model's network configuration. When the 
number of layers and nodes increases, in the network 
model it tends to lead to a risk of overfitting, which 
can make the accuracy of the prediction algorithm 
more complex to achieve effectively.  
 
Generating Grad-CAM Visualizations  
      In the realm of visual recognition tasks within 
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Fig. 3. Layer structure of Convolutional Neural networks with hyperparameters. 
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deep learning models have achieved notable advance-
ments over time. However understanding how these 
models make decisions proves to be a challenging en-
deavor. Shedding light on the characteristics that drive 
the model's decisions is crucial, for enhancing its reli-
ability and pinpointing any shortcomings in this con-
text. 
      Methods such as Grad CAM (Gradient weighted 
Class Activation Mapping) have emerged as a tool, for 
understanding how deep learning models work [12]. 
When applied to a model designed to detect pneumo-
nia in chest X-rays, Grad CAM has demonstrated the 
model's ability to accurately identify pneumonia le-
sions [12]. We improved the clarity of the model's de-
cisions for healthcare providers. Boosted its 
dependability, with Grad CAM technology that reveals 
which pixels the model focuses on most intensely in 
its decision-making process. This helps us better un-
derstand and improve the model's capabilities and 
weaknesses. We tested our model using a selected 
chest X-ray image and after it classified the image as 
either normal or abnormal.  
      The Grad CAM method was applied to analyze the 
image in Fig. 4 showcasing the areas where our model 
focused on while making decisions. The highlighted 
red regions indicate the key areas emphasized during 
the decision-making process. 
 
Statistical Analysis  
      McNemar test was applied to evaluate the statisti-
cal significance of the classification performance of 
our model in pneumonia detection. As a result of the 

test using the number of false positives and false neg-
atives in the test set, the test statistic was found to be 
1.000 and the P-value was found to be 0.317.  
      This result shows that there is no statistically sig-
nificant difference between the errors of the model 
(P>0.05). This shows that the performance of the 
model is balanced and not excessively biased towards 
a particular class. Therefore, the classification per-
formance of the model is balanced and reliable. 
 
 
RESULTS 
 
In the sections for training and testing data sets the 
model accuracy results for both datasets are shown 
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Fig. 4. When the model renders a judgment, the pixels it emphasizes are depicted in red. 

Fig. 5. Loss and accuracy curves for both training and vali-
dation sets during 100 epochs.
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below. The model attains 100% accuracy in the train-
ing set with its accuracy, in the test set being reached. 
The top part of Fig. 5 shows how the loss values 
change over training sessions. Fig. 6 shows the nor-
malized output distributions of CNN for pneumonia-
infected images, in both training and test sets are 
shown separately for each image type.  
      Table 2 displays the precision metrics for the 
model's performance assessment on the test sample 
using recall and F1 score values as well as the area 
under the Receiver Operating Characteristic (ROC) 
curve to quantify the obtained scores, in Fig. 7 left and 
right panels respectively.  
 
 
DISCUSSION 
 
Throughout the training phase of our model develop-
ment, it's important to check for signs of overfitting to 
ensure performance. Taking a look at the distribution 
of model outputs for training and test data separately 

can help us assess whether the model is overfitting or 
not. Noticing a difference in the distributions of certain 
class labels can indicate potential issues with overfit-
ting. 
      Inconsistencies between the training and test data 
could suggest that the model is overfitting the data for 
pneumonia detection. During the study period both 
pneumonia images from training and testing sets did 
not show any notable variances in results. The accu-
racy measure alone could have effectively assessed the 
performance of a model without overfitting had there 
existed a distribution of sample classes utilized in the 
training process. However, due to the absence of bal-
ance in our case, further metrics, like precision, recov-
ery, F1 score, and AUC score have been incorporated 
for evaluation purposes.  
      The importance of the F-Score, especially in stud-
ies with dataset imbalances, is described in the study 
"A Survey of Evaluation Metrics for Classification 
Performance" [13]. The F-Score is important in areas 
such as medical diagnoses where the consequences of 
false negatives (for example, a cancer-positive case 
being described as cancer-negative) are crucial.  
 
Limitations  
      In addition to all these, the limitations of the F1 
score are discussed in one of the most important jour-
nals, the study titled "A Review of the F-Measure: Its 
History, Properties, Criticism, and Alternatives", 
which is one of the current studies published in ACM 
Computing Surveys (CSUR). For example, it is men-
tioned that it ignores the performance of the negative 
class while evaluating the performance of the positive 
class, and this situation can be problematic especially 
in multi-class classification problems [14].  
CONCLUSION 
 
In order to build a reliable and quantitative CNN model, 
we used an appropriate amount of data from chest X-
ray images with a high-test accuracy of (93.3%) and 
AUC score of (98.1%), using an adequate quantity of 
chest X-ray image data. The CNN model predictions 
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Fig. 6. CNN output distribution for normal images in the 
training sample (blue shaded), for the normal images in the 
test sample (blue dots), for pneumonia infected in the training 
sample (red shaded) and for pneumonia infected in the test 
sample (red dots).
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are meant to expand the information available to clini-
cians during the decision-making process, especially in 
the case of pediatric triage. The purpose of presenting a 
prediction generated by artificial intelligence is to pro-
vide additional information for the radiologist in the de-
cision-making process. The diagnosis has to be made 
by a specialist. On the other hand, there are places in 
the world where there are not enough doctors who can 
correctly identify pneumonia from chest X-ray images. 
A simple application on a smartphone can be used to 
gather better diagnostic information in these regions 
using the CNN model we have developed. 
      However, our model was trained using X-ray im-
ages produced from the same devices of the same hos-
pital and achieved very high prediction results, but 
using images produced from different countries, dif-
ferent hospitals and different devices, especially train-
ing and testing the model with much larger data sets, 
is a necessary need for this study and the model we 
developed to become more universal, and in this sense, 
there is a need to develop and expand the study.  
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Fig. 7. Confusion Matrix obtained for the test sample. TN, TP, FN, FP stand for True Negative, True Positive, False Negative, 
False Positive respectively (left). ROC curve of the CNN model. The area under this curve gives the AUC score (right). 
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