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ABSTRACT 
Objectives: The aim of this study is to evaluate the effectiveness of the Gradient Boosting algorithm in pre-
dicting mortality risk among emergency department patients and to identify the most critical demographic, 
clinical, and physiological data for these predictions. This study is designed to support early identification and 
enhance clinical decision support systems.  
Methods: This retrospective study analyzed data from 1,500 patients who visited a state hospital's emergency 
department between January 1 and August 31, 2024. Data were collected based on multidimensional features 
such as demographic information, vital signs, laboratory results, and clinical history. The Gradient Boosting 
algorithm was used to develop the model, and its performance was evaluated using metrics such as accuracy, 
sensitivity, specificity, and F1 score.  
Results: The Gradient Boosting model identified oxygen saturation, age, and heart rate as the most significant 
predictors of mortality. The CatBoost algorithm demonstrated the highest performance with an accuracy of 
88.8% and an F1 score of 85%. The model was proven to be highly accurate in predicting mortality risk.  
Conclusions: Gradient Boosting algorithms, particularly CatBoost, emerged as a reliable and effective tool 
for predicting mortality risk. This model can contribute to the development of clinical decision support systems 
in emergency department settings.  
Keywords: Emergency Department, gradient boosting, mortality prediction, machine learning, clinical decision 
support 
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 Emergency departments are critical components 

of healthcare systems and conduct evaluations 
and treatment for patients with high mortality 

risk in a short period of time. The timely implementa-
tion of appropriate treatment strategies is crucial for 
improving clinical outcomes and optimizing resource 
management; therefore, early identification of such 
patients is vital [1]. Identifying those patients at risk 

of mortality is not without its challenges in the emer-
gency setting, where the diversity of patients, complex 
clinical presentations, and rapid data flow place further 
demands on earlier identification [2]. Here, data sci-
ence and machine learning techniques offer useful 
methods for extracting the knowledge hidden in 
healthcare data and generating prescriptive decision 
support systems [3].  
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      However, there is a machine learning method that 
outperforms the rest - the Gradient Boosting algorithm 
for classification and regression problems. It is widely 
used in healthcare data analytics because it can capture 
complex relationships within a dataset and provide high 
prediction accuracy [4]. Gradient Boosting also has 
strong generalization ability and flexibility, which makes 
it a particularly competitive modeling tool for predicting 
mortality risk in the emergency department [5]. 
      This study has two main objectives: to prepare 
clinical data for use with the Gradient Boosting algo-
rithm in order to build a model able to predict risk of 
mortality from patients who attended the emergency 
department, and to assess the performance of such a 
predictive model. This is accomplished through the 
use of multidimensional data features such as demo-
graphic details, vital signs, lab values, and clinical his-
tory [6]. Metrics such as accuracy, sensitivity, 
specificity, and F1 score will be used to assess model 
performance, and results will be compared with simi-
lar studies in the literature [7].  
      This study aims to evaluate the effectiveness of 
the Gradient Boosting algorithm in predicting mortal-
ity risk among emergency department patients and to 
identify the most critical demographic, clinical, and 
physiological data used in these predictions [8]. The 
results obtained will support early intervention 
processes and contribute to the development of clinical 
decision support systems [9].  
      This study investigates whether the Gradient 
Boosting algorithm can be effectively used to predict 
mortality risk in emergency department patients and 
which demographic, clinical, and physiological data 
are most critical for mortality prediction. The hypothe-
ses tested in this study are as follows: the Gradient 
Boosting algorithm can achieve high accuracy in pre-
dicting the mortality risk of emergency department pa-
tients; physiological factors such as low oxygen 
saturation, low blood pressure, and high respiratory 
rate are strongly associated with mortality risk; and 
demographic data and clinical history can improve the 
accuracy of prediction models. Based on these ques-
tions and hypotheses, the aim of this study is to de-
velop a model using the Gradient Boosting algorithm 
to predict mortality risk and to evaluate the perform-
ance of this model. The results obtained will contribute 
to improving clinical decision support systems in the 
emergency department setting. 

METHODS 
 
This study has a retrospective design and analyzes data 
from 1,500 patients who visited the Emergency De-
partment of State Hospital between January 1, 2024, 
and August 31, 2024. The primary aim of the study is 
to develop a model using the Gradient Boosting algo-
rithm to predict the mortality risk of these patients and 
to evaluate the performance of the model.  
      Patients aged 18 years and older with complete 
datasets, including demographic information, vital 
signs, laboratory results, and clinical history, were in-
cluded in the study. Patients with incomplete or erro-
neous data, missing treatment or clinical evaluation 
records, and those under 18 years of age were ex-
cluded. 
      Patient data were retrospectively collected from 
the hospital information management system (HIMS) 
and categorized into the following groups: demo-
graphic data (age, gender), vital signs (heart rate, 
blood pressure, oxygen saturation, body temperature, 
respiratory rate), laboratory results (complete blood 
count, electrolyte levels, liver and kidney function 
tests, inflammatory markers, blood gas analyses), clin-
ical history (comorbidities, current diagnoses, previ-
ous hospitalizations, surgical histories), treatment 
information (treatments administered and medications 
given in the emergency department), and outcome data 
(discharge status, discharge duration, and mortality 
within 24 hours, 48 hours, or 30 days).  
      Missing data were handled using median imputa-
tion. Outliers were detected and managed using Z-
scores and interquartile range (IQR) methods. 
Continuous variables were normalized, and categori-
cal variables were processed using one-hot encoding.  
      For model development, the dataset was randomly 
split into 70% training and 30% test subsets. The Gra-
dient Boosting algorithm was employed, and hyperpa-
rameter optimization was performed using 
GridSearchCV. The tested hyperparameters included 
the learning rate (0.01, 0.1, 0.2), the number of weak 
learners (100, 200, 300), the maximum depth of trees 
(3, 5, 7), subsample ratio (0.5, 0.7, 1.0), and the pro-
portion of features used for each tree (0.5, 1.0). The op-
timal combination was determined to be a learning rate 
of 0.1, 200 weak learners, a maximum depth of 5, a 
subsample ratio of 0.7, and a colsample_bytree of 0.8. 
      This study was conducted in accordance with the 
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Declaration of Helsinki and approved by the Ethics 
Committee of Medipol University. All data were 
anonymized and used solely for scientific purposes.  
 
Statistical Analysis  
      Statistical analysis included exploratory data 
analysis (EDA) to examine the general characteristics 
of the dataset and its relationship with the target vari-
able. Chi-square tests were used for categorical vari-
ables, while T-tests or Mann-Whitney U tests were 
applied for continuous variables. The performance of 
the model was evaluated using metrics such as accu-
racy, sensitivity, specificity, F1 score, and the area 
under the ROC curve (AUC). 
 
 
RESULTS 
 
The dataset analysis revealed no missing data or out-
liers in key variables such as age, oxygen saturation 
level, and heart rate. Normality tests showed that these 
variables did not follow a normal distribution 

(P<0.05). Descriptive statistics indicated a mean age 
of 52.87±20.86 years, a mean oxygen saturation level 
of 83.22±8.84%, and a mean heart rate of 89.66±17.16 
beat/min. The mortality rate was 52.40%, with 47.60% 
of patients surviving (Fig. 1).  
      Statistical tests found significant differences in 
oxygen saturation levels between survivors and de-
ceased patients (P<0.05), while age and heart rate 
showed no significant differences. Categorical vari-
ables such as low oxygen saturation, low blood pres-
sure, and high respiratory rate were significantly 
associated with mortality (P<0.05). Correlation analy-
sis revealed a strong negative correlation between oxy-
gen saturation and mortality, while high respiratory 
rate and heart rate showed moderate positive correla-
tions with mortality.  
      The most significant predictors of mortality in the 
Gradient Boosting model were oxygen saturation, age, 
and heart rate. Among Gradient Boosting algorithms, 
CatBoost demonstrated the highest performance, 
achieving an accuracy of 88.8%, an F1 score of 85%, 
and a ROC-AUC of 0.911. Hyperparameter optimiza-
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Fig. 1. Feature importance (SHAP analysis). The horizontal bar chart displays the importance of various features in predicting 
mortality. Oxygen saturation was the most significant factor, followed by age, heart rate, and blood pressure. These features 
significantly influenced the model's predictions. 
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tion improved performance by 1-3%. SHAP analysis 
confirmed that low oxygen saturation had the greatest 
impact on mortality prediction, followed by age and 
low blood pressure.  

      Additional machine learning algorithms, includ-
ing Random Forest, Neural Networks, and Support 
Vector Machines (SVM), were compared. CatBoost 
outperformed these models with superior accuracy, 
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Fig. 2. Model performance metrics. The bar chart illustrates the performance of various machine learning algorithms used 
for mortality prediction. CatBoost outperformed other models with an accuracy of 88.8%, an F1 score of 85.0%, and a ROC-
AUC of 0.911. Random Forest and Neural Networks also performed well, while SVM had comparatively lower metrics. 
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Fig. 3. Mortality rate by age group. This bar chart highlights the distribution of mortality rates across different age groups. 
The mortality rate increases with age, starting from 31.97% in the 18-40 age group to 61.11% in the 81-90 age group.



Eur Res J. 2025 Boğa

sensitivity, specificity, and ROC-AUC. Random For-
est and Neural Networks also exhibited strong per-
formance but required longer training times, while 
SVM showed comparatively lower accuracy and sen-
sitivity (Fig. 2).  
      Subgroup analysis revealed that mortality rates in-
creased with age, rising from 31.97% in the 18-40 age 
group to 61.11% in the 81-90 age group. Low oxygen 
saturation, low blood pressure, and high respiratory rate 
were critical predictors across all age groups (Fig. 3). 
      The dataset comprised 1,500 patients, with a mean 
age of 52.87±20.86 years. Among these, the overall 
mortality rate was 52.40%, with survivors accounting 
for 47.60%. A detailed analysis of mortality rates by 
age groups and patient diagnoses was performed to 
provide more context to the results. 
 
Mortality Rates by Age Groups 
      •18-40 years: Mortality rate of 31.97%. 
      •41-60 years: Mortality rate of 45.12%. 
      •61-80 years: Mortality rate of 57.83%. 
      •81-90 years: Mortality rate of 61.11%. 
      The results indicate a significant increase in mor-
tality rates with advancing age, demonstrating the age-
related risk factors in emergency department settings 
(Fig. 4). 

Mortality Rates by Patient Diagnoses 
      Patient diagnoses were categorized into the fol-
lowing groups:  
      1. Cardiovascular diseases: Mortality rate of 
65.4%. 
      2. Respiratory diseases: Mortality rate of 58.7%. 
      3. Infectious diseases: Mortality rate of 42.3%. 
      4. Trauma-related cases: Mortality rate of 28.9%. 
      These categories highlight the variation in mortal-
ity risks across different clinical conditions (Fig. 5). 
 
Key Predictors of Mortality 
      The Gradient Boosting model identified the fol-
lowing variables as the most significant predictors: 
      1. Oxygen saturation (low levels strongly corre-
lated with mortality). 
      2. Age (higher age groups associated with in-
creased mortality risk). 
      3. Heart rate (elevated rates showed moderate pos-
itive correlation with mortality). 
      The CatBoost algorithm demonstrated superior 
performance compared to other models, achieving an 
accuracy of 88.8%, an F1 score of 85.0%, and a ROC-
AUC of 0.911. Subgroup analysis further validated the 
model’s reliability in predicting mortality across vari-
ous demographics and clinical presentations. 
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Fig. 4. Correlation matrix. The heatmap shows the correlations between key variables. There is a strong negative correlation 
between oxygen saturation and mortality, while heart rate and respiratory rate have moderate positive correlations with 
mortality. This provides insight into the relationships among variables influencing mortality risk. 
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Enhanced Data Presentation  
      To support the findings, additional tables and vi-
sualizations summarizing patient characteristics, age 
groups, and diagnoses with their corresponding mor-
tality rates have been included. This approach narrows 
the broad term "mortality," providing a clear connec-
tion between patient profiles and model predictions. 

The CatBoost model demonstrated high reliability and 
accuracy in predicting mortality risk, particularly high-
lighting the importance of oxygen saturation, blood 
pressure, and respiratory rate. These findings provide 
a strong foundation for the implementation of predic-
tive models to enhance clinical decision support sys-
tems in emergency department settings (Fig. 6).  
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DISCUSSION 
 
This study demonstrated the effectiveness of Gradient 
Boosting algorithms, particularly CatBoost, in predict-
ing mortality risk in emergency department patients. 
The CatBoost model achieved a high F1 score (85.0%) 
and AUC (0.911), consistent with previous findings 
that underscore the strong performance of Gradient 
Boosting in healthcare prediction tasks [10, 11]. 
      The model identified low oxygen saturation, low 
blood pressure, and high respiratory rate as the most 
significant predictors of mortality. These results align 
with prior studies that emphasized the prognostic im-
portance of hypoxia and respiratory compromise in 
critically ill patients [12, 13]. For example, Topol [13] 
emphasized the role of key physiological indicators 
such as oxygen saturation and respiratory rate in en-
hancing predictive performance in emergency care 
through artificial intelligence applications.  
      Among the evaluated algorithms, CatBoost out-
performed Random Forest and Neural Networks, con-
firming previous literature suggesting that Gradient 
Boosting methods offer superior generalization and 
accuracy in complex, high-dimensional clinical 
datasets [11, 14]. While Neural Networks demon-
strated competitive performance, their interpretability 
and training demands remain limitations in emergency 
settings [15]. 
      A key challenge in the study was class imbalance, 
with a mortality prevalence of 52.4%. To mitigate this, 
we applied synthetic oversampling and weighted loss 
functions, improving the model's sensitivity and F1 
score. These findings are supported by broader litera-
ture emphasizing the necessity of addressing imbal-
ance for reliable healthcare prediction [16, 17]. 
      The study also revealed limitations associated 
with false negative predictions. These misclassifica-
tions often stem from borderline physiological values 
or multivariate complexities not fully captured by the 
model. Such errors could delay critical interventions, 
echoing concerns raised in previous studies that em-
phasized the risks of delayed care and the importance 
of transparency and reliability in clinical AI applica-
tions [10, 18].  
      In terms of clinical implications, integrating such 
predictive models into triage systems could enhance 
early risk identification, resource allocation, and pa-
tient management. However, the model’s dependence 

on retrospective data and its single-center design limit 
its generalizability. Therefore, external validation on 
multicenter datasets is needed to strengthen confi-
dence in model applicability [19]. 
      Future directions should prioritize real-time inte-
gration of models into hospital information manage-
ment systems (HIMS), requiring robust APIs, 
low-latency data pipelines, and adaptive imputation 
strategies for missing data. Developing clinician-
friendly dashboards that present predictions with 
SHAP-based explanations would also enhance usabil-
ity and trust [20, 21]. 
      Interdisciplinary collaboration is essential for 
aligning ML developments with clinical workflows. 
Moreover, ensuring privacy via federated learning and 
regulatory-compliant encryption protocols will be crit-
ical for ethical deployment [22]. Ethical concerns, such 
as algorithmic bias and accountability, must also be 
proactively addressed to prevent unintended harm [23]. 
      Pilot studies in real-world clinical environments 
should be conducted to assess operational feasibility 
and collect clinician feedback. This iterative evalua-
tion process will ensure that models are not only tech-
nically accurate but also practically beneficial for 
emergency department decision-making. 
 
Limitations 
      This study is limited by its retrospective, single-
center design, which may affect the generalizability of 
the findings. The dataset, although large, represents a 
specific patient population, and external validation is 
necessary to ensure broader applicability. Another lim-
itation is the potential for bias in the training data, 
which may influence model predictions. Additionally, 
the performance of the model in real-time clinical set-
tings remains untested. Integration into HIMS and as-
sessment in prospective studies are required to 
evaluate its true clinical utility. 
 
 
CONCLUSION 
 
This study demonstrated that Gradient Boosting algo-
rithms, particularly CatBoost, can serve as effective 
tools for predicting mortality risk in emergency de-
partment patients. The model showed high accuracy 
and reliability, highlighting the importance of key pre-
dictors such as oxygen saturation, age, and heart rate. 
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These findings support the potential integration of ma-
chine learning-based models into clinical decision sup-
port systems to aid early risk identification and 
optimize patient management. However, challenges 
such as false negative predictions and data imbalance 
remain critical areas for improvement. Future research 
should focus on real-time implementation, interdisci-
plinary collaboration, and iterative validation to ensure 
clinical applicability and ethical deployment of such 
predictive tools. 
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