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ABSTRACT:  

Drug-induced interstitial pneumonitis (DIP) is an inflammation of the lung interstitium, emerging due to the 
pneumotoxic effects of pharmaceuticals. The diagnosis is challenging due to nonspecific clinical presentations and 
limited testing. Therefore, identifying the risk of drug-related pneumonitis is required during the early phases of drug 
development. This study aims to estimate DIP using binary quantitative structure-toxicity relationship (QSTR) models. 
The dataset was composed of 468 active pharmaceutical ingredients (APIs). Five critical modeling descriptors were 
chosen. Then, four machine-learning (ML) algorithms were conducted to build prediction models with the selected 
molecular identifiers. The developed models were validated using the internal 10-fold cross-validation and external test 
set. The Logistic Regression (LR) algorithm outperformed all other models, achieving 95.72% and 94.68% accuracy in 
internal and external validation, respectively. Additionally, the individual effect of each descriptor on the model output 
was determined using the SHapley Additive exPlanations (SHAP) approach. This analysis indicated that the 
pneumonitis effects of drugs might predominantly be attributed to their atomic masses, polarizabilities, van der Waals 
volumes, surface areas, and electronegativities. Apart from the strong model performance, the SHAP local explanations 
can assist molecular modifications to reduce or avoid the risk of pneumonitis for each molecule in the test set. 
Contributing to the drug safety profile, the current classification model can guide advanced pneumotoxicity testing and 
reduce late-stage failures in drug development. 

KEYWORDS: Pulmonary toxicity; computational toxicology; QSTR; QSAR; machine learning; SHapley Additive 
exPlanations. 

 1.  INTRODUCTION 

Drug-induced interstitial lung disease (DI-ILD), a subclass of diffuse parenchymal lung disease [1], 
is caused by the pulmonary side effects of pharmaceuticals [2]. This pharmacotherapy-related complication 
begins with inflammation of the lung interstitium (pneumonitis) and progresses to fibrosis with prolonged 
use of the causative drug [3]. DI-ILD can present with a wide range of clinical signs from mild respiratory 
complications to rapidly progressive respiratory failure and death [4]. Without early intervention, 
complications such as pneumothorax, pulmonary hypertension, lung cancer, and respiratory failure may 
occur [5]. 

Over 350 drugs have been reported to cause pneumonitis [3], with the most common being 
amiodarone, gefitinib, lenvatinib, nivolumab, and nitrofurantoin [6]. Approximately 70% of drug-induced 
interstitial pneumonitis (DIP) cases are associated with systemic cancer treatment, and the early mortality 
rate is high in these patients. Among 770 patients diagnosed with advanced-stage lung cancer, pneumonitis 
developed in 6% of cases during systemic chemotherapy with an associated mortality rate of 36% [7]. The 
clinical, laboratory, histological, and radiological findings of acute/chronic DIP are variable and non-specific 
[3, 4]. Prompt diagnosis followed by cessation of the causative drug may improve the prognosis by 
suppressing inflammation in the lungs; however, once fibrosis begins to develop, this process becomes 
irreversible [3].  
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The pneumotoxicity risk of drugs is typically detected at later stages of drug development or during 
post-launch safety monitoring [1]. Thus, various open-source web-based platforms like the Pneumotox [6] 
and the SIDER 4.5 [8], were designed to provide healthcare professionals with comprehensive information 
on drug-related lung injury. Although these databases are regularly updated using case reports and current 
literature data [1, 8], the risk of new drug candidates remains. Considering its fulminant progression, timely 
diagnosis of DIP is critical for the safety of pharmacotherapy [6].  

Computational approaches such as quantitative structure-toxicity relationships (QSTRs) are 
currently adopted in pharmaceutical toxicology research due to their advantages in saving time, reducing 
costs, and avoiding ethical concerns. Machine learning (ML) algorithms constructed in QSTR models offer 
fast and robust approaches to toxicity prediction [9]. In the literature, the available prediction models have 
typically focused on the comprehensive respiratory toxicity profile of chemicals [2, 9, 10]. Contrary to these 
studies, this research focused solely on pharmaceuticals and a specific endpoint, such as pneumonitis. 

In this study, binary QSTR models for DIP were built using 468 active pharmaceutical ingredients 
(APIs) provided by the Pneumotox database [6], the Food and Drug Administration (FDA) official website 
[11], and the SIDER 4.5 website [8]. Classification models using different ML algorithms were built based on 
five selected features related to the target toxic effect. They can serve as an early detection tool in drug 
development or before clinical trials to evaluate the pneumonitis risk of drug candidates or available 
pharmaceuticals. Additionally, a game theory-based SHapley Additive exPlanations (SHAP) method [12] 
was applied to interpret the highest-performing model and to prioritize the importance of key descriptors 
influencing the prediction outcomes. The direction of the identifiers for each specific sample in the test set 
was also determined. These mechanistic insights into molecules can guide the molecular optimization aimed 
at reducing or avoiding DIP. Our computational approaches like ours for predicting drug toxicity profiles 
and optimizing drug development processes can enhance healthcare quality while minimizing economic 
costs. 

2. RESULTS 

2.1. Feature extraction 

 In this study, PaDEL software [13] was used as the descriptor calculation tool. The calculated 1444 
2D descriptors were decreased to 1222 using the filters Waikato Environment for Knowledge Analysis 
(WEKA 3.9.5) to remove ineffective characteristics on the model performance [14]. After this process, the 
two-stage feature elimination strategy was performed to determine the optimal subset of descriptors 
responsible for the target toxic effect. Initially, the best five 2D descriptors were selected from the remaining 
1222 descriptors using the CfsSubsetEval filter+BestFirst search method of WEKA 3.9.5 [14]. In the next step, 
the Correlation Heatmap was utilized to analyze the inter-correlation matrix of molecular descriptors 
(Figure 1). A strong correlation criterion of 0.7 or higher is often used in this analysis [15, 16]. As illustrated 
in Figure 1, since the correlation between the descriptors in our study is quite weak, no descriptors were 
removed. As a result, we developed the prediction model using the following 5 optimal descriptors AATS0s, 
ETA_Shape_X, AATSC0p, AVP-3, and SssssNp to maximize the modeling success (Table 1). 
 
Table 1. The molecular descriptors of the high-performance model. 

Descriptor Description Descriptor Class 

AATS0s 
Average Broto-Moreau autocorrelation - lag 0 / 
weighted by I-state 

Autocorrelation 

ETA_Shape_X Shape index X Extended Topochemical Atom  

AATSC0p 
Average centered Broto-Moreau autocorrelation 
- lag 0 / weighted by polarizabilities 

Autocorrelation 

AVP-3 Average valence path, order 3 Chi Path 

SssssNp 
Sum of atom-type E-State: >N<+ 
 

Electrotopological State Atom 
Type 

2.2. Performances of the models 

In the present study, Logistic Regression (LR) [17], Naïve Bayes (NB) [18], k-Nearest Neighbor with 
Stochastic Search (KStar) [19], and Instance-Based Learning with k-Nearest Neighbors (IBk) [20] algorithms 
were used to construct QSTR models. The confusion matrix for the model is shown in Table 2. Internal and 
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external validation results were analyzed to assess the performance of this model by calculating accuracy 
(ACC), specificity (SP), sensitivity (SE), F-measure, Matthews correlation coefficient (MCC), and area under 
the receiver operating characteristic curve (ROC) metrics.  

 
Table 2. Confusion matrix for the model 

 
Actual 

Positive Negative 

Predicted 
Positive True Positive (TP) False Positive (FP) 

Negative False Negative (FN) True Negative (TN) 

 
As indicated in Table 3, the LR model showed the best performance among other models in terms of 

internal and external validation (95.72% and 94.68%, respectively). Furthermore, this model outperformed 
the other models across all metrics on the training set, while providing superiority on all metrics except the 
ROC metric (0.953) in the test set. Besides, the Topliss ratio was calculated as 74.8 (374 compounds/5 
descriptors), which supported the validity of the models. 

 
Table 3. Performance of QSTR models after eliminating attributes (nT=468) 

Classifiers Validation Sets ACC % SP SE F-Measure MCC ROC 

LR Training set 95.72 0.959 0.957 0.957 0.914 0.988 

 Test set 94.68 0.947 0.947 0.947 0.893 0.953 

NB Training set 94.92 0.950 0.949 0.949 0.897 0.985 

 Test set 85.11 0.859 0.851 0.849 0.704 0.955 

KStar Training set 93.85 0.942 0.939 0.938 0.878 0.953 

 Test set 89.37 0.897 0.894 0.894 0.790 0.952 

IBk Training set 91.98 0.920 0.920 0.920 0.836 0.921 

 Test set 82.98 0.842 0.830 0.826 0.664 0.816 

LR: Logistic Regression; NB: Naïve Bayes: KStar: k-Nearest Neighbors with Star Schema, IBk: Instance-Based Learning with k-Nearest 

Neighbors, ACC: Classifier accuracy, SP: Specificity, SE: Sensitivity, MCC: Matthews correlation coefficient, ROC: Area under the 
receiver operating characteristic curve; nT: total number of compounds 

2.3. Applicability domain 

The applicability domain (AD) indicates the chemical space within which the model’s estimations 
are reliable [21]. To ensure the robustness of the model, we conducted the Tanimoto similarity index [22] and 
chemical space distribution analyses [21]. In the current study, the average Tanimoto scores were found 
0.3302 for the training set and 0.3300 for the test set, indicating chemical diversity in the dataset and AD 
compatibility. Molecular weight (MW) and Ghose-Crippen LogKow (ALogP) values were used for chemical 
space distribution analysis (Figure 2). The MW values of the molecules in the dataset ranged from 74.9216 to 
2678.4796 g/mol, while their ALogP values were from -27.4706 to 8.9350. This visualization verified that the 
chemical domain covered by the training set adequately included the components in the test set. 
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Figure 1. Correlation Heatmap of molecular descriptors 

 
 

 
Figure 2. Exploring chemical diversity in the training and test sets using Molecular weight (MW) and Ghose-Crippen 

LogKow (AlogP) to define chemical space (n: number of compounds) 

2.4. Explainability of the best-performing model 

2.4.1. Explanation of features at the global level 

SHAP summary plots were used for a global explanation of the best-performing LR model (Figure 
3). Each point in the graph represents a compound from the external test set. Descriptors are ranked in 
descending order of overall effect size on the vertical (Y) axis. The horizontal (X) axis exhibits the values 
indicating the effect of the identifiers on the model outcomes (toxic or non-toxic class). Positive SHAP values 
increase the probability of a molecule being assigned to the toxic class, while negative ones reduce it. The 
color scale stands for value range of the descriptor (red for high values - blue for low values) [2]. 

The most dominant identifier for the LR model is AATS0s followed by ETA_Shape_X, contributing 
slightly less. According to the global SHAP graph, AATS0s and ETA_Shape_X features showed anti-
correlation with the target toxic effect. As the values of these descriptors decrease, they correspond to a 
higher positive SHAP value and ultimately, a greater toxicity potential. Increasing values of AVP-3 
contribute to the toxic effect, while SssssNp contributes less, although both have low effects on model 
performance. The effect of the AATSC0p descriptor remained undefined under the global explanations. 
These results are a general evaluation of the model and are mainly used to determine the importance of the 
descriptors. To reach a detailed explanation for each molecule, the local SHAP results are examined 
separately. 
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Figure 3. SHAP summary plots for the global explanation of the model 

2.4.2. Explanation of features at the local level 

The SHAP waterfall plots illustrated the relevance and direction of the descriptors for the entire test 
set (Supplementary File 2_Table S1). These graphs provided detailed insight into which features for each 
compound in the test set were critical for pneumonitis risk prediction. Figure 4 presents the SHAP waterfall 
plots of two specific molecules randomly chosen from the external set.   

In SHAP waterfall graphs, the horizontal axis indicates the magnitude and direction which each 
identifier deviates from the expected value (E [f(x)]) to the final model forecast. The expected value at the 
bottom of the graph is the model’s estimate when no descriptor value is available for a particular compound, 
also referred to as the baseline value. The descriptors, along with their original values, are arranged on the y-
axis in decreasing order. The SHAP values shown above the horizontal bars in the graph represent the 
contribution of each variable to the prediction. The colours of the bars indicate the direction of this effect. 

In the high-quality LR model, AATS0s played a strong role in the prediction, ranking first place for 
90 molecules in the test set. For 51 of these molecules, increasing values of AATS0s were associated with an 
increased toxic effect, while the opposite was observed for 39 molecules. The second common descriptors for 
molecules were found in AATSC0p (43 compounds) and ETA_Shape_X (39 compounds). The effects and 
prevalence of SssssNp and AVP-3 descriptors are very low. 
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Figure 4. The SHAP waterfall plots of two randomly selected specific molecules of the test set 

3. DISCUSSION 

3.1. Model outputs and applicability domain 
The highest performance was recorded in the LR model. This model shows the best accuracy in the 

test set (94.68%), with high SE (94.7%) and high SP (94.7%), indicating few false negatives and false positives, 
respectively. This model predicted the potential risk of pneumonitis with high accuracy based on the 
physicochemical properties of the drugs. The results obtained from the internal and external validation 
processes demonstrated the generalization capability and reliability of the LR model. In particular, the ACC 
rates for the training and test sets showed that the model provided consistent success (95.72% and 94.68%, 
respectively). This consistency supports the model’s ability to avoid overfitting and adapt to new data in the 
real world.  

In our model, AD was evaluated using two techniques to enhance reliability. One of the approaches 
used was the Tanimoto similarity score, which illuminates the internal diversity of the dataset [21]. The 
average Tanimoto scores were recorded as 0.3302 for the training set and 0.3300 for the test set. These 
outcomes show that both sets have molecular diversity and fit well with the AD of the proposed model. We 
also used Chemical Space Distribution Analysis to assess AD. This analysis visualized the distribution of 
training and test datasets within the chemical space, providing clearer insights into the chemical variety [23].  
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The calculation of the Topliss ratio is another critical step in showing the model’s validity [21]. Our 
QSTR models satisfied the model validity criteria with a Topliss ratio of 74.8 (374 compounds/5 descriptors). 
This finding indicated that the proposed model avoids overfitting [24].  

The k-fold cross-validation evaluates the training performance by splitting the data into different 
subgroups. This method guarantees the strong predictive performance of the model and its generalizability 
over different chemical domains [25]. All these applied techniques increased the validity of the existing 
model and identified well-defined AD boundaries. Overall, the superior performance of the LR model 
demonstrates its potential to obtain reliable and robust predictions in various chemical fields, providing both 
accuracy and stability. These results support the preference for LR, particularly for large data sets and 
applications where consistency between different classes is required. 

3.2. Mechanistic explanations of the final selected molecular descriptors 

ML models are complicated to explain due to their complex structure and are therefore called “black 
boxes”. On the other hand, maximizing model explainability as much as possible increases model reliability. 
Post hoc methods are applied to increase explainability. One of these methods is to evaluate the 
contributions of independent features to the predictions [26]. 

In this study, SHAP analysis was used to provide in-depth insight into the underlying factors 
driving the predictions of the LR model. Thus, ML models that are described as “black boxes” can be 
converted into “grey boxes”. 

3.2.1. Global explanation 

Among the selected descriptors, AATS0s was found to have a dominant effect in detecting DIP. 
Positive values of AATS0s from the Autocorrelation Class of descriptors introduced by Todeschini and 
Consonni (2009) [27] are associated with larger atomic masses, van der Waals volumes, electronegativities, 
surface areas, and polarizabilities [28]. AATS0s assesses the uniformity of the electronic environment 
throughout the molecule and reflects the consistency in the electronic state of atoms that are directly bonded. 
Higher AATS0s value indicates more consistent electron distribution, generally associated with more stable 
and less reactive molecular structure. Greater homogeneity in electron distribution may decrease the chance 
of the molecule damaging biological targets, thereby reducing its toxicity potential [29].  

This data in the literature coincides with our results. Contrary, Khan and Roy (2017) associate high 
AATS0s values with high toxicity despite its low contribution to the model [30]. Although a negative 
correlation with toxic effects on a global scale was found for the AATS0s descriptor in our study, this is 
considered a general explanation of the model. The local scale provides more precise results about the 
contribution of descriptors to the toxic effect of the molecule. As a result, we suggest that the AATS0s 
descriptor may play a critical role in reducing or preventing DIP, increasing or decreasing its numerical 
value should be evaluated on a by-molecule basis. 

Another significant identifier in this model is ETA_Shape_X. Roy and Ghosh (2004) introduced the 
ETA Descriptors [31] and are widely used in drug toxicity models [32, 33]. This descriptor class is key in 
identifying the contributions of branching, functionality, shape, and size to target activity [31]. There are 
QSTR models created with only ETA indices to evaluate the toxic effects of various chemicals [34, 35]. In a 
quantitative structure-property relationship (QSPR) study, ETA_Shape_X was found to be the strongest 
descriptor. This identifier provides structure information based on the number of nuclei related to the shape 
of the molecule, and a negative correlation was recorded between high ETA_Shape_X and the half-life of the 
molecule [36]. In the present research, an increase in the ETA_Shape_X value was found to reduce the 
likelihood of harmful effects; this might be related to a shorter medication half-life. On the other hand, in a 
QSTR study on the acute toxic effect of 1,2,4-triazole derivatives, ETA_Shape_X contributes positively to the 
intraperitoneal lethal dose 50 (LD50) values of rodents [37]. As the LD50 value of a drug molecule increases, it 
becomes safer. That is, as the numerical value of the ETA_Shape_X identifier increases, the molecule 
becomes safer, which supports our global SHAP results. 

Our other descriptors, namely AVP-3 and SssssNp have low contributions to model success. 
Nevertheless, the effect of the AATSC0p descriptor stays unidentified in the context of global explanation. 

3.2.2. Local explanation 

Global explanations are used to identify the average behavior of an ML model, whereas local 
explanations consider individual estimations in detail to explain why the model makes a particular 
prediction for a given descriptor [38]. Individual substructures may not work autonomously and may 



Kelleci Celik and Yilmaz Sarialtin 
An explainable prediction model for drug-induced interstitial pneumonitis 

Journal of Research in Pharmacy 

 Research Article 

 

 

 https://doi.org/10.12991/jrespharm.1644357      
J Res Pharm 2025; 29(1): 322-334 

328 

influence each other’s contribution [39]. Therefore, the SHAP values of the same identifier observed in 
different molecules may change [40]. 

In the individual evaluation, the AATS0s descriptor, the most critical in this prediction model, was 
found to contribute to toxicity in some molecules, while reducing it in others. There are different findings in 
the literature regarding the correlation of AATS0s with toxicity, supporting this duality [29, 30]. The effect of 
AATS0s on toxicity may be non-linear; that is, they may contribute to toxic effects within a certain range but 
show non-toxic effects outside this range. This non-linear relationship may explain the complex effects 
observed in SHAP analysis. Besides, a single descriptor alone may not be able to determine toxicity in all 
cases [39]. In this context, assessing a descriptor’s contribution to the target effect at the molecular level is 
required. 

AATSC0p and ETA_Shape_X are the most frequently encountered descriptors in the second row. 
Both descriptors mostly show anti-correlation with the pneumonitis effect. AATSC0p is a descriptor related 
to the polarizability of the molecule. Although AATSC0p has been reported to negatively correlate with 
toxicity [29], another study claims that it contributes positively to toxicity [41]. Based on the literature and 
our findings, we propose that increasing the value of ETA_Shape_X could contribute to a non-toxic effect, 
although results may vary at the molecular level. 

3.3. The advantages and disadvantages of the model 

The list of drugs associated with pneumonitis is increasing due to new monoclonal antibodies and 
biological agents, especially in the treatment of neoplastic and rheumatological diseases [4]. Determining the 
toxicity in molecules is challenging [2], and hazard reduction/avoidance processes are based on complex, 
costly, and time-consuming trial-and-error methods [42]. So, drug-related pneumotoxic effects have been 
determined relatively late in preclinical studies [43]. This uncertainty causes drug development studies to 
fail and some long-used drugs to still cause respiratory toxicity [2]. Based on this gap in the literature, 
animal-free prediction models such as the one developed in our study, can facilitate assessing DIP in the 
early stages of drug development or preclinical trials. Integration of QSTR-supported methods into drug risk 
management steps is cost- and time-effective and ethically acceptable. Although the reconstruction of the 
algorithms requires special expertise, all training and test sets are available for reuse. Also, mechanistic 
explanations of the model offered new perspectives on minimizing or preventing adverse effect potential of 
drugs. In preliminary toxicity assessment, structural elements of new drug candidates can be re-evaluated 
with global explanations regarding pneumonitis risk. On the other hand, our local explanations revealed 
which molecular identifiers should be modified in a particular drug known to cause pneumonitis.  

Utilizing a dataset derived directly from case reports and literature, this model eliminates the risk of 
species-specific selective toxicity. Moreover, the inclusion of only pharmaceuticals in the current study can 
be interpreted as both a strength and a limitation. By focusing on drugs, a certain level of homogeneity was 
achieved in the dataset, which increased the success rate of the model. In addition to predicting DIP with 
high accuracy, another aim of this study was to contribute to the development of safer drugs.  

The current model has not evaluated non-drug pneumotoxic substances due to its scope. As in most 
conventional QSTR models, inorganic chemicals and salts were excluded from the modeling dataset. 

3.4. Comparison of our model and other prediction models for pulmonary toxicity 

This research is unique since it concentrated on pneumonitis and the dataset contains only APIs. A 
limited number of QSTR models exist to predict human respiratory toxicity [44]. Most of the models deal 
with the adverse effects of various chemical substances on the respiratory system in a broader framework. 
By focusing on a specific toxicity endpoint, this study has contributed to higher accuracy and consistency of 
the model. Models built on general respiratory toxicity have the advantage of including larger datasets. On 
the other hand, high chemical diversity may adversely affect the model performance by reducing the 
homogeneity of the datasets. The support vector machines (SVM) algorithm achieved 86.2% accuracy and a 
MCC value of 0.722 in the test set in a respiratory toxicity prediction model developed using 2527 
compounds [2], whereas 94.68% accuracy and a MCC value of 0.893 MCC were obtained with the LR 
algorithm in our model (nT=468). Similarly, in another DI-ILD model using the SVM algorithm (n=2529), an 
86.9% success rate was reported in the external set [9]. Besides, Zhang et al. (2018) recorded an ACC of 84.3% 
with the NB classifier method (n=1241) [45]. The high success rate of the suggested model can be attributed 
to the creation of a more homogeneous dataset by focusing on a single endpoint. 

In addition to pneumonitis, there are a few prediction models that focus on a single endpoint related 
to respiratory toxicities. These models are mostly concerned with the respiratory sensitization of chemicals 
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with low MW and specifically examine their occupational exposure risks. Among these studies aiming to 
improve indoor air quality, Mekenyan et al. (2014) achieved 72% success in their respiratory sensitization 
model with 202 chemicals, while Jarvis et al. (2015) developed a QSTR model of chemical asthma hazard 
with 90% SE using 303 compounds [46, 47]. Models for pulmonary irritation with 1997 organic substances 
[44] and pulmonary inflammation prediction with 54 compounds related to engine exhaust have also been 
established [48]. 

The majority of pneumotoxicity models focused only on prediction success and explainable artificial 
intelligence methods, such as SHAP, were not included. The study of Jaganathan et al. (2022) is one of the 
few studies that use these methods and has only addressed SHAP global explanations in detail. Local 
explanations are kept brief [2]. Our research highlighted molecular features, contributing positively or 
negatively to pneumonitis as a side effect for each test molecule. Most other prediction models present only 
descriptors without detailing how the effects of these descriptors vary for each compound. In conclusion, 
this model provides an innovative approach for assessing DIP risk by identifying key molecular features 
along with their direction. 

4. CONCLUSION 

The developed binary QSTR model has predicted the risk of DIP and provided insights into the 
prevention of this adverse effect. Our computational-based model study has supported the design of safer 
and cost-effective medicines in the early phases of drug development. The given descriptors in the global 
explanations can guide the process of designing medications for pharmacological groups at high risk for 
pneumotoxicity. Using local analysis, identifiers for existing pharmaceuticals can be evaluated in detail and 
optimized concerning pneumonitis risk. Comprehending the molecular structures underlying toxicity is 
crucial for drug discovery. Our model aims to reduce the dependence on animal-based testing by providing 
insights into the molecular basis. This study advocates the adoption of reliable in silico techniques in the 
early phases of drug development before clinical trials. This approach supports a more thorough evaluation 
of the potential side effects of drugs, along with ethical, time, and cost benefits. However, as with other 
toxicology studies, model outputs need to be validated through further research to reach a definitive 
conclusion. 

5. MATERIALS AND METHODS 

5.1. Dataset preparation 

 Based on pneumonitis risk, the dataset contained 468 APIs divided into two classes, toxic (n=255) 
and non-toxic (n=213) (Supplementary File 1_Table S1). We gathered all APIs associated with pneumonitis 
from the Pneumotox database to create the toxic class [6]. The FDA database was used to collect safe drug 
molecules in terms of pneumonitis [11]. APIs from almost every pharmacological group were randomly 
collected from the FDA, keeping the number of molecules in two classes close to obtaining a balanced 
dataset. The pneumonitis risk profiles of the molecules were checked from the Pneumotox and FDA 
databases as well as the SIDER 4.1 website [8]. To characterize the compound’s physico-chemical attributes, 
two-dimensional structural data files (2D SDF) were obtained from the PubChem database [49]. In addition, 
1444 2D descriptors were computed for each molecule using the open-source PaDEL tool [13]. 

5.2. Data pre-processing 

 Raw data are often incomplete, erroneous, inconsistent, or unsuitable for modeling. Data pre-
processing aims to address such issues and prepare data that are more suitable for computation. The steps of 
this method are as follows; data cleaning, data reduction, feature selection, data scaling, and data 
partitioning [50]. In this study, WEKA 3.9.5 software [14] and Python version 3.9.5 were used for basic data 
pre-processing on raw data [51]. 

Initially, raw 2D SDF files were examined, and then corrupted files were eliminated. Missing data 
were filled in using appropriate methods, noisy and duplicate data were removed, and outliers were 
detected. 

Selecting the most significant features without losing information is a critical step [52]. In this study, 
the descriptive selection process consisted of two stages. Firstly, the CfsSubsetEval filter of the WEKA 
framework was used in combination with the BestFirst search method to select the best descriptors [4]. 
Secondly, the Correlation Heatmap was employed to evaluate the correlation matrix of molecular 
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descriptors with each other. In the presence of highly correlated characteristics, one is usually removed to 
mitigate multicollinearity and improve model performance [53, 54]. As a result, an optimal set of descriptors 
was obtained through a two-stage feature selection, thereby enhancing the quality and explainability of the 
model.  

The data are scaled with a proper scale technique to avoid the effect of large values on small ones. In 
this study, we adopted the widely used Min-Max scaling method [50]. The dataset was randomly divided 
into training and test sets with an 80:20 ratio, in the current study. As a result of the split, the training set 
comprised 374 molecules and the test set 94 molecules (Figure 5).  

 
                Figure 5. The distribution of the modeling dataset (n: number of compounds) 

5.3. Machine learning algorithms 

The four ML algorithms including LR [17], NB [18], KStar [19], and IBk [20], were applied to build 
binary QSTR models based on the extracted descriptors, by using WEKA 3.9.5. software [14]. 

5.4. Model validation  

The combination of internal and external validations is a common technique employed to validate 
ML models. To evaluate model performance with the training set, k-fold cross-validation is used. Internal 
validation aids to prevent overfitting and optimize model parameters. External validation uses an 
independent test dataset and provides a realistic estimate of the model’s performance in the real world [21]. 
In this research, the training set was validated with 10-fold cross-validation, and the model’s generalization 
was determined using an external test set. 

Another essential factor to examine when analyzing model validity is the link between the number 
of training set components and the selected descriptors, which is known as the Topliss ratio [21]. As a 
generally accepted rule, the Topliss ratio should exceed 5 [24]. 

5.5. Model evaluation 

5.5.1. Performance metrics 

The prediction performance of the model was determined using confusion matrix elements 

including true positive (TP), true negative (TN), false positive (FP) and false negative (FN). Then, we 

calculated ACC, SP, SE, F-Measure and MCC metrics as shown in the following equations (1). The ROC 

shows the relationship between SP and SE. 
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5.5.2. Applicability domain 

 In QSTR modeling, strict rules have been set by the OECD to ensure the applicability of models. In 
this context, one of the main requirements is the creation of an AD which determines the boundaries of 
chemical structures within which the model can produce valid and reliable predictions [21]. In this study, 
the Tanimoto similarity index [22] and chemical space distribution analysis [21] were used to create a well-
defined AD.  The Tanimoto similarity index is used to measure chemical diversity, ranging from 0 to 1, with 
values near to 0 indicating wide diversity and values near to 1 indicating high similarity [22]. Chemical 
space distribution analysis visualizes the dispersion of training and test sets within the chemical space, 
revealing the extent of chemical diversity [21]. 

5.6. Model explainability 

In the created model, the SHAP strategy was utilized to explain the importance of identifiers in 
predicting DIP. The SHAP approach provides global and local explanations [55]. Global annotations show 
the average effect of each feature. Local explainability identifies the particular features influencing the 
estimation of a single data point [56].  

5.6.1. SHapley additive exPlanations 

SHAP calculates the effect of identifiers on the prediction, stating positive or negative contributions 
[57]. The SHAP value was originally utilized in cooperative game theory to ensure a fair distribution of the 
game’s winnings by accounting for the contributions of each participant [12]. The SHAP technique for use in 
ML models was developed by Lundberg and Lee (2017) to calculate the contributions of identifiers to 
prediction [55]. In the cooperative game, each participant’s SHAP value: 

 

 

   ∑
| |  | | | |    

| | 
[          ]                                         (2) 

In the formula, M indicates all input identifiers, and S indicates an identifier subset that not contain 
the identifier i whose marginal contribution is calculated. S M⧵i points out all subsets S that are subsets of 
M, except identifier i. f(s) indicates the predicted value made by this coalition. Equation 2 computes the 
difference between the estimation with the i feature of the model and the estimation without the i identifier. 
After computing the marginal contributions, equation 3 may be used to get the total of the SHAP values. 

 

         ∑     
  

                                                                 (3) 

Here,    {   }  indicates the detected and unidentidied variables. 
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