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Abstract

In this paper we establish some fixed point theorems by using the new contractive conditions containing
various rational forms. The presented results improve and unify several existing results on the topic in the
literature.
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1. Introduction and Preliminaries

In this manuscript, inspired by the recent result of Suzuki [12], our goal is to study rational type inequal-
ities that yield the existence and uniqueness of fixed points in metric spaces from the view point of complete
metric spaces. Rational type inequalities were initiated by Jaggi [4]. After these first results, many other
authors have reported on this topic, see e.g. [1, 2, 5, 6, 7, 8, 9, 10, 11].

Let ϕ : [0,∞)→ [0,∞) be a function that satisfies the following conditions

(ϕ1) ϕ(t) < t for any t ∈ (0,∞),

(ϕ2) For any ε > 0, there exists a δ > 0 such that

ε < t < ε+ δ implies ϕ(t) ≤ ε.

The collection of all functions ϕ which satisfies (ϕ1) and (ϕ2) will be denoted by Φ.

Remark 1.1. By (ϕ1), is easy to see that (ϕ2) is equivalent to the following
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(ϕ2′) For any ε > 0 there exists δ > 0 such that

t < ε+ δ implies ϕ(t) < ε.

Indeed, if 0 < t ≤ ε from (ϕ1), we have, ϕ(t) < t ≤ ε.

Very recently, Suzuki [12], proves the following fixed point theorem.

Theorem 1.2. [12]. Let (X, d) be a complete metric space and a mapping T : X → X. Define a function L
from X ×X into [0,∞) by

L(x, y) = max

{
d(x, y),

d(x, Ty) + d(Tx, y)

2
, d(x, Tx), d(y.Ty)

}
. (1.1)

Assume that there exists a function ϕ from [0,∞) into itself satisfying the following:

(ϕ1) ϕ(t) < t for any t ∈ (0,∞),

(ϕ2) For any ε > 0, there exists a δ > 0 such that

ε < t < ε+ δ implies ϕ(t) ≤ ε,

(ϕ3) d(Tx, Ty) ≤ ϕ ◦ L(x, y).

Then T has a unique fixed point z. Moreover {Tnx} converges to z for all x ∈ X.

Inspired from the interesting result of Suzuki [12], our aim is to obtain some existence and uniqueness
results for the certain maps that include rational inequalities in the setting of complete metric space. The
main results of this paper cover several existing results reported in this direction.

Throughout the manuscript, we assume N0 := N ∪ {0} where N is the set of positive integers. Further,
R represents the real numbers and R+

0 := [0,∞)

2. Main Results

Our first main theorem is the following:

Theorem 2.1. Let (X, d) be a complete metric space and T : X → X be a continuous mapping. Assume
that there exists a function ϕ ∈ Φ such that for all x, y ∈ X, with x 6= y

d(Tx, Ty) ≤ ϕ (P (x, y)) , (2.1)

where P (x, y) = max

{
d(x, Tx)d(y, Ty)

d(x, y)
, d(x, y)

}
. Then, T has a unique fixed point u. Moreover for all

x ∈ X the sequence {Tnx} converges to u.

Proof. Let x, y ∈ X, with x 6= y satisfying P (x, y) = 0. Then, d(y, Ty) = 0 or d(x, Tx) = 0, so Tx = x or,
respectivelly Ty = y this means, clearly, that T has a fixed point. From now, we assume that P (x, y) > 0,
for any x 6= y. Let x ∈ X satisfy x 6= Tx and P (x, Tx) > 0. By (i) and (iii), we have

d(Tx, T 2x) ≤ ϕ(P (x, Tx)) < P (x, Tx), (2.2)

where P (x, Tx) = max

{
d(x, Tx)d(Tx, T 2x)

d(x, Tx)
, d(x, Tx)

}
= max

{
d(Tx, T 2x), d(x, Tx)

}
. Assuming that

d(Tx, T 2x) > d(x, Tx) we obtain d(Tx, T 2x) < d(Tx, T 2x), which is a contradiction. Therefore we find that
max

{
d(Tx, T 2x), d(x, Tx)

}
= d(x, Tx) and (2.2) yields
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d(Tx, T 2x) < P (x, Tx) = d(x, Tx). (2.3)

Fix x0 ∈ X and define a sequence {xn} ⊂ X by xn+1 = Txn = Tnx0 for all n ∈ N. Suppose that
xn0 = xn0+1 for some n0 ∈ N. Then, xn0 is a fixed point of T, that is, Txn0 = xn0 . From now, we suppose
that xn+1 6= xn for all n ∈ N, in other words d (xn, xn+1) > 0. From (2.3), {d(xn, xn+1)} converges to some
ε1 ≥ 0. We claim that ε1 = 0. Arguing by contradiction, we assume ε1 > 0. From (ϕ2′), there is δ1 > 0
satisfying:

t < ε1 + δ1 implies ϕ(t) ≤ ε1
and, we can find N ∈ N such that

P (xN , xN+1) = d(xN , xN+1) < ε1 + δ1. (2.4)

Then, together with (ϕ2′) and (2.1) we get

0 < ε1 ≤ d(xN+1, xN+2) = d(TxN , TxN+1) ≤ ϕ(P (xN , xN+1)) ≤ ε1.

By (2.3),

ε1 ≤ d(xN+2, xN+3) < d(xN+1, xN+2) ≤ ε1,

which is a contradiction. Therefore, lim
n→∞

d(xn, xn+1) = 0. In order to proof that {xn} is a Cauchy sequence,
we fix ε > 0. From (ϕ2′), there exists δ > 0 satisfying the following

t < ε+ δ implies ϕ(t) ≤ ε

(Without loss of generality, we may assume that δ < ε.) By the convergence of the sequence d(xn, xn+1) to
0, there exists n0 ∈ N such that d(xm, xm+1) < δ, for all m ≥ n0. We will show by induction that

d(xm, xm+k) < ε+ δ, (2.5)

for k ∈ N. Obviously, when k = 1, inequality (2.5) holds. We assume that (2.5) holds for some k ∈ N. We
shall examine the following two cases.

Case 1. Assume that d(xm, xm+k) < ε < ε+ δ. In this case, we have

d(xm, xm+k+1) ≤ d(xm, xm+k) + d(xm+k, xm+k+1) < δ + ε. (2.6)

Case 2. Suppose that ε < d(xm, xm+k) < ε+ δ. Then,

d(xm, xm+1) < δ < ε < d(xm, xm+k). (2.7)

On the other hand,

P (xm, xm+k) = max

{
d(xm, xm+1)d(xm+k, xm+k+1)

d(xm, xm+k)
, d(xm, xm+k)

}
. (2.8)

We distinguish two situations.
(a) If d(xm+k, xm+k+1) < d(xm, xm+k) then, taking into account (2.7),

P (xm, xm+k) < max {d(xm, xm+1), d(xm, xm+k)} = d(xm, xm+k) < ε+ δ

and using (ϕ2′), we have

d(xm, xm+k+1) ≤ d(xm, xm+1) + d(xm+1, xm+k+1) = d(xm, xm+1) + d(Txm, Txm+k)
< δ + ϕ(P (xm, xm+k)) ≤ δ + ε.

(2.9)
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(b) If d(xm+k, xm+k+1) ≥ d(xm, xm+k), then using the triangle inequality,

d(xm, xm+k+1) ≤ d(xm, xm+k) + d(xm+k, xm+k+1) ≤ 2d(xm+k, xm+k+1) < 2δ < ε+ δ. (2.10)

So, we prove by induction that (2.5) holds, for every k ∈ N, and since ε > 0 is arbitrarily chosen, we obtain

lim
n→∞

sup
m>n

d(xn, xm) = 0.

Therefore, {xn} is a Cauchy sequence in X. Since (X, d) is a complete metric space, there exists u ∈ X such
that xn → u as n → ∞. Then, using the fact that xn+1 = Txn and the continuity of T we obtain u = Tu,
that is, u is a fixed point of T . To show the uniqueness, we assume that v is another fixed point of T , u 6= v.
Then, we have

P (u, v) = max

{
d(u, Tu)d(v, Tv)

d(u, v)
, d(u, v)

}
= d(u, v)

and hence, from (iii) and (i)

d(u, v) = d(Tu, Tv) ≤ ϕ(P (u, v)) < P (u, v) = d(u, v),

which implies d(u, v) = 0. This proves the uniqueness of the fixed point.

Theorem 2.2. Let (X, d) be a complete metric space and a mapp T : X → X. Assume that there exists a
function ϕ ∈ Φ such that for all x, y ∈ X,

d(Tx, Ty) ≤ ϕ (Q(x, y)) , (2.11)

where Q(x, y) = max

{
[d(x, Tx) + 1] d(y, Ty)

1 + d(x, y)
, d(x, y)

}
. Then, T has a unique fixed point u. Moreover for

all x ∈ X the sequence {Tnx} converges to u.

Proof. Let x, y ∈ X. If x = y, then d(Tx, Ty) = 0 ≤ Q(x, y). In the other case, if x 6= y, then Q(x, y) > 0
and from (2.11), respectively (ϕ1) it easy to see that

d(Tx, Ty) ≤ ϕ(Q(x, y)) < Q(x, y). (2.12)

Let x ∈ X such that x 6= Tx. In this case,

Q(x, Tx) = max

{
d(Tx, T 2x) [1 + d(x, Tx)]

1 + d(x, Tx)
, d(x, Tx)

}
= max

{
d(Tx, T 2x), d(x, Tx)

}
and using (2.12) we get

d(Tx, T 2x) < max
{
d(Tx, T 2x), d(x, Tx)

}
. (2.13)

.
We shall examine two cases. Supposing that d(Tx, T 2x) > d(x, Tx), we obtain d(Tx, T 2x) < d(Tx, T 2x)

a contradiction. Therefore, we find that max
{
d(Tx, T 2x), d(x, Tx)

}
= d(x, Tx) and (2.13) yields

d(Tx, T 2x) < d(x, Tx), (2.14)

for any x ∈ X, x 6= Tx, and, obviously,

Q(x, Tx) = d(x, Tx). (2.15)

In the following, as in the proof of Theorem 2.1, we shall construct an iterative sequence {xn}, for an
arbitrary initial value x ∈ X:

x0 := x and xn = Txn−1 for all n ∈ N. (2.16)
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As it is discussed in the proof of Theorem 2.1, we suppose

xn 6= xn−1 for all n ∈ N. (2.17)

From (2.14) we conclude that d(xn−1, xn) is a nonincreasing sequence of non-negative real numbers, and
hence, it converges to some ε ≥ 0.

On the other hand, by (ϕ2′) from remark (1.1) there exists δ > 0 such that

t < ε+ δ implies ϕ(t) ≤ ε.

Assume that ε > 0. We can choose N ∈ N such that, using (2.15)

Q(xN , xN+1) = Q(xN , TxN ) = d(xN , TxN ) = d(xN , xN+1) < ε+ δ

and
0 < ε ≤ d(xN+1, xN+2) < ϕ(Q(xN , xN+1)) ≤ ε

which is a contradiction. Therefore, lim
n→∞

d(xn−1, xn) = 0.
Let now ε1 > 0 be fixed. Then, from (ϕ2′) there is δ1 > 0 such that

t < ε1 + δ1 implies ϕ(t) ≤ ε1

We shall prove that {xn} is a Cauchy sequence. For this, letm ∈ N large enough to satisfy d(xm, xm+1) <
δ1. We will show, by induction, that

d(xm, xm+k) < ε1 + δ1, (2.18)

for all k ∈ N. (Without loss of generality, we assume that δ1 = δ1(ε) < ε.) We have already proved for k = 1,
so, consider the following two situations.
(a) If d(xm+k, xm+k+1) ≤ d(xm, xm+k) then

d(xm+k, xm+k+1)

1 + d(xm, xm+k)
≤ d(xm+k, xm+k+1) respectively

d(xm+k, xm+k+1)d(xm, xm+1)

1 + d(xm, xm+k)
< d(xm, xm+1)

Hence

Q(xm, xm+k) = max
{
d(xm+k,xm+k+1)[1+d(xm,xm+1)]

1+d(xm,xm+k)
, d(xm, xm+k)

}
≤ max {d(xm+k, xm+k+1) + d(xm, xm+1), d(xm, xm+k)} < max {2δ1, ε1 + δ1}
< ε1 + δ1.

So, we have,

d(xm, xm+k+1) ≤ d(xm, xm+1) + d(xm+1, xm+k+1) < d(xm, xm+1) + ϕ(Q(xm, xm+k)) < ε1 + δ1. (2.19)

(b) If d(xm+k, xm+k+1) > d(xm, xm+k) then

d(xm, xm+k+1) ≤ d(xm, xm+k) + d(xm+k, xm+k+1) < 2d(xm+k, xm+k+1) < 2δ1 < ε1 + δ1. (2.20)

Thus, by induction, (2.18) holds for every k ∈ N. Since ε1 > 0 is arbitrary, we get

lim
p→∞

sup d(xm, xm+p) = 0,

which implies that {xn} is Cauchy sequence in complete metric space (X, d). Hence, {xn} converges to
some u ∈ X. Next, we will prove that u is a fixed point of T . Arguing by contradiction, we suppose that
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Tu 6= u or, d(u, Tu) = ε2 > 0. Since, the sequence {xn} is convergent to u, we can choose l ∈ N such that
d(u, xl) <

ε2
2 . Also, from (ϕ2′), there exists δ2 =

ε22
2 satisfying the following

t <
ε2
2

+
ε22
2

implies ϕ(t) ≤ ε2
2
.

Since

0 < Q(u, xl) = max
{
d(xl,xl+1)[1+d(u,Tu)]

1+d(u,xl)
, d(u, xl)

}
< max {d(xl, xl+1) [1 + d(u, Tu)] , d(u, xl)}
< max

{
ε2
2 +

ε22
2 ,

ε2
2

}
= ε2

2 +
ε22
2 ,

(2.21)

from (2.11) together with the triangle inequality and (2.21), we get

0 < ε2 = d(u, Tu) ≤ d(u, xl+1) + d(Txl, Tu) < d(u, xl+1) + ϕ (Q(u, xl)) <
ε2
2

+
ε2
2

= ε2 (2.22)

which is a contradiction. We deduce that d(u, Tu) = 0, which means that u is a fixed point of T .
To show the uniqueness, we assume that v, is another fixed point of T , with u 6= v. Since

Q(u, v) = max

{
d(v, Tv) [1 + d(u, Tu)]

1 + d(u, v)
, d(u, v)

}
= d(u, v) > 0

from(2.11) it follows that

0 < d(u, v) = d(Tu, Tv) < ϕ(Q(u, v)) = ϕ(d(u, v)) < d(u, v)

which is a contradiction. This proves the uniqueness of the fixed point and completes the proof of the
theorem.

Example 2.3. Let X = {0, 1, 2, 3} and d(x, y) = |x− y| be a metric on X. Assume T : X → X and
ϕ : [0,∞)→ [0,∞) be defined by

T0 = T1 = T2 = 0, T3 = 1

and

ϕ(t) =

{
t
2 , if t ∈ [0, 2]

2
t + 1, if t ∈ (2,∞)

It is easy to see that for any x, y ∈ {0, 1, 2} we get d(Tx, Ty) = 0. Therefore relation (2.11) is satisfied. We
also notice that d(3, T3) = 2 and d(Tx, T3) = 1 for any x ∈ {0, 1, 2}.For this reason, we have to distinguish
the following three cases.
Case (1). If x = 0 then d(0, T0) = 0, d(0, 3) = 3 and

Q (0, 3) = max

{
d(0, 3),

d(3, T3)[d(0, T0) + 1]

d(0, 3) + 1

}
= max

{
3,

2

4

}
= 3

In this case
d(T0, T3) = 1 ≤ 5

3
= 1 +

2

3
= ϕ(Q(0, 3)).

Case (2). If x = 1 then d(1, T1) = 1, d(1, 3) = 2 and

Q (1, 3) = max

{
d(1, 3),

d(3, T3)[d(1, T1) + 1]

d(1, 3) + 1

}
= max

{
2,

4

3

}
= 2.
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Thus
d(T1, T3) = 1 ≤ 1 =

2

2
= ϕ(Q(1, 3)).

Case (3). If x = 2 then d(2, T2) = 2, d(2, 3) = 1,

Q (2, 3) = max

{
d(2, 3),

d(3, T3)[d(2, T2) + 1]

d(2, 3) + 1

}
= max

{
1,

6

2

}
= 3

and
d(T2, T3) = 1 ≤ 5

3
= 1 +

2

3
= ϕ(Q(2, 3)).

Hence all the conditions of Theorem 2.5are satisfied and T has a unique fixed point, x = 0.

Theorem 2.4. Let (X, d) be a complete metric space and T be self-mapping on X. Suppose that there exists
a function ϕ ∈ Φ such that for all x, y ∈ X,

d(Tx, Ty) ≤ ϕ (R(x, y)) , (2.23)

where
R(x, y) = max

{
d(x, y), d(x, Tx), d(y, Ty),

d(x, Tx)d(y, Ty)

1 + d(x, y)
,
d(x, Tx)d(y, Ty)

1 + d(Tx, Ty)

}
. (2.24)

Suppose also that, either T is continuous or ϕ is upper semi-continuous. Then, T has a unique fixed point
u. Moreover for all x ∈ X the sequence {Tnx} converges to u.

Proof. First, we prove that R(x, y) = 0 if and only if x = y is a fixed point of T . In fact, if x = y is a fixed
point of T then Tx = x = y = TY and obviously R(x, y) = 0. Conversely, if R(x, y) = 0 then, using (2.23),
(ϕ2′) and (2.24) it is easy to prove that x = y is a fixed point of T . On the other hand,

R(x, Tx) = max

{
d(x, Tx), d(x, Tx), d(Tx, T 2x),

d(x, Tx)d(Tx, T 2x)

1 + d(x, Tx)
,
d(x, Tx)d(Tx, T 2x)

1 + d(Tx, T 2x)

}
≤ max

{
d(x, Tx), d(Tx, T 2x

}
.

(2.25)

If x 6= Tx, then R(x, Tx) > 0 and

d(Tx, T 2x) ≤ ϕ(R(x, Tx) < R(x, Tx) < max d(x, Tx), d(Tx, T 2x). (2.26)

It is easy to see that if max d(x, Tx), d(Tx, T 2x) = d(Tx, T 2x) then d(Tx, T 2x) < d(Tx, T 2x) which is a
contradiction. Thus we conclude that

max d(x, Tx), d(Tx, T 2x) = d(x, Tx).

By (2.26), we get that
d(Tx, T 2x) < d(x, Tx). (2.27)

By the analogous proof in Theorem 2.1 we can construct the sequence {xn} defined by xn+1 = Txn, for
which xn 6= xn+1 for all n ∈ N. Since T satisfies (2.23), the sequence {d(xn, xn+1)} converges to some ε1 ≥ 0.
We claim that ε1 = 0. Arguing by contradiction, we assume ε1 > 0. From (ϕ2′), there is δ1 > 0 satisfying:

t < ε1 + δ1 implies ϕ(t) ≤ ε1

and, we can find N ∈ N such that

R(xN , xN+1) ≤ max {d(xN , xN+1), d(xN+1, xN+2} = d(xN , xN+1) < ε1 + δ1. (2.28)

Then, together with (ϕ2′) and (2.1) we get

0 < ε1 ≤ d(xN+1, xN+2) = d(TxN , TxN+1) ≤ ϕ(P (xN , xN+1)) ≤ ε1.
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By (2.27),

ε1 ≤ d(xN+2, xN+3) < d(xN+1, xN+2) ≤ ε1,

which is a contradiction. Therefore, lim
n→∞

d(xn, xn+1) = 0. Next we will show that {xn} is Cauchy sequence.
Fix ε > 0. Then, for (ϕ2′), there exists δ > 0 such that

t < ε+ δ implies ϕ(t) ≤ ε.

Let m ∈ N large enough to satisfy d(xm, xm+1) < δ. We will show, by induction, that

d(xm, xm+k) < ε+ δ, (2.29)

for all k ∈ N. (Without loss of generality, δ = δ(ε) < ε.) We have already proved for k = 1. we assume that
(2.27) holds for some k ∈ N. Then, we have

R(xm, xm+k) = max {d(xm, xm+k), d(xm, xm+1), d(xm+k, xm+k+1),
d(xm, xm+1)d(xm+k, xm+k+1)

1 + d(xm, xm+k)
,
d(xm, xm+1)d(xm+k, xm+k+1)

1 + d(xm+1, xm+k+1)

}
.

The following two situations are distinguished:
(a) If d(xm+k, xm+k+1) ≤ d(xm, xm+k) then

d(xm, xm+1)d(xm+k, xm+k+1)

1 + d(xm, xm+k)
≤ d(xm, xm+1),

respectively
d(xm+k, xm+k+1)d(xm, xm+1)

1 + d(xm+1, xm+k+1)
≤ d(xm, xm+1).

Hence
R(xm, xm+k) ≤ max {d(xm, xm+k), d(xm, xm+1), d(xm+k, xm+k+1)}

< max {ε+ δ, δ} = ε+ δ

So, we have,

d(xm, xm+k+1) ≤ d(xm, xm+1) + d(xm+1, xm+k+1) < d(xm, xm+1) + ϕ(R(xm, xm+k)) < ε+ δ. (2.30)

(b) If d(xm+k, xm+k+1) > d(xm, xm+k) then

d(xm, xm+k+1) ≤ d(xm, xm+k) + d(xm+k, xm+k+1) < 2d(xm+k, xm+k+1) < 2δ < ε+ δ. (2.31)

Thus, by induction, (2.29) holds for every k ∈ N. Since ε > 0 is arbitrary, we get

lim
p→∞

sup d(xm, xm+p) = 0,

which implies that {xn} is Cauchy sequence in complete metric space (X, d). Hence, {xn} converges to some
u ∈ X.

We will show next that the limit u of the sequence xn is a fixed point of T . First, we suppose that T is
continuous. Then

lim
n→∞

d(Txn, u) = lim
n→∞

d(xn+1, u) = 0.

We conclude that Tu = u, that is, u is a fixed point of T .
Now, we suppose that function ϕ is upper semi-continuous. Since the sequence {xn} is convergent to u,

we can choose l ∈ N such that d(u, xl) < ε.
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From (2.24) and (2.23) we have

R(xl, u) = max

{
d(xl, u), d(xl, xl+1), d(u, Tu),

d(xl, xl+1)d(u, Tu)

1 + d(xl, u)
,
d(xl, xl+1)d(u, Tu)

1 + d(xl+1, Tu)

}
(2.32)

and
d(xl+1, Tu) = d(Txl, Tu) ≤ ϕ(R(xl, u)). (2.33)

Suppose that Tu 6= u, so there exists τ such that d(u, Tu) = τ > 0. Since d(xl, xl+1)→ 0 and d(xl, u)→ 0
we get that liml→∞R(xl, u) = d(u, Tu). Letting l → ∞ in (2.33) and using the upper semi-continuity of
function ϕ

τ = d(u, Tu) = lim
l→∞

d(Txl, Tu) ≤ lim sup
l→∞

ϕ(R(xl, u)) < ϕ(d(u, Tu)) < d(u, Tu) = τ

Thus, d(u, Tu) = τ = 0, therefore Tu = u. Suppose now, that u and v are two fixed points of T , u 6= v.
Then, R(u, v) = d(u, v) > 0. We have

0 < d(u, v) = d(Tu, Tv) ≤ ϕ(R(u, v)) < R(u, v) = d(u, v),

which is a contradiction. So, we obtain that d(u, v) = 0.

Theorem 2.5. Let (X, d) be a complete metric space and T : X → X. Assume that there exists a function
ϕ ∈ Φ such that,

d(Tx, Ty) < ϕ (S(x, y)) , (2.34)

for all x, y ∈ X, where S(x, y) = max

{
d(x, y),

d(x, Tx)d(x, Ty) + d(y, Ty)d(y, Tx)

d(x, Ty) + d(y, Tx)

}
. Then, T has a unique

fixed point u. Moreover for all x ∈ X the sequence {Tnx} converges to u.

Proof. Since

S(x, Tx) = max

{
d(x, Tx),

d(x, Tx)d(x, T 2x) + d(Tx, T 2x)d(Tx, Tx)

d(x, T 2x) + d(Tx, Tx)

}
= d(x, Tx),

following the lines of the proof of Theorem 2.1, we shall construct a sequence {xn} ⊂ X where xn+1 = Txn
for which xn 6= xn+1 and

lim
n→∞

d(xn, xn+1) = 0. (2.35)

In what follows, we shall prove that {xn} is a Cauchy sequence. Let ε > 0 fixed. From (ϕ2′), there exists
δ > 0 satisfying the following

t < ε+ δ implies ϕ(t) ≤ ε

(We may assume that δ < ε.) By the convergence of the sequence d(xn, xn+1) to 0, there exists k0 ∈ N such
that d(xm, xm+1) < δ, for all m ≥ k0. We will show by induction that

d(xm, xm+k) < ε+ δ, (2.36)

for k ∈ N. Obviously, when k = 1, inequality (2.36) holds. We assume that (2.36) holds for some k ∈ N.
Then we have

S(xm, xm+k) = max

{
d(xm, xm+k),

d(xm, Txm)d(xm, Txm+k) + d(xm+k, Txm+k)d(xm+k, Txm)

d(xm, Txm+k) + d(xm+k, Txm)

}
= max

{
d(xm, xm+k),

d(xm, xm+1)d(xm, xm+k+1) + d(xm+k, xm+k+1)d(xm+k, xm+1)

d(xm, xm+k+1) + d(xm+k, xm+1)

}
≤ max

{
ε+ δ, δ

d(xm, xm+k+1) + d(xm+k, xm+1)

d(xm, xm+k+1) + d(xm+k, xm+1)

}
= ε+ δ
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and hence

d(xm, xm+k+1) ≤ d(xm, xm+1) + d(xm+1, xm+k+1) ≤ d(xm, xm+1) + ϕ (S(xm, xm+k) < ε+ δ.

Thus, by induction (2.36) holds for every k ∈ N. Since ε > 0 is arbitrary, we obtain that {xn} is Cauchy
sequence. By completeness of (X, d), there exists u ∈ X such that limn→∞(d(xn, u) = 0. To prove that
u is a fixed point for T , we suppose, on contrary, that d(u, Tu) = τ > 0. Since limn→∞ d(xn, u) = 0 and
limn→∞ d(xn, xn+1) = 0 we can choose l ∈ N satisfying

d(xl, xl+1) <
τ

2
, d(xl, u) <

τ

2
.

We have
S(xl, u) = max

{
d(xl, u),

d(xl, xl+1)d(xl, Tu) + d(u, Tu)d(u, xl+1)

d(xl, Tu) + d(u, xl+1)

}
< max

{
τ
2 ,

τ
2d(xl, Tu) + τd(u, xl+1)

d(xl, Tu) + d(u, xl+1)

}
≤ max

{
τ
2 , τ
}

= τ
2 + τ

2 .

Taking into account (ϕ2′), (where δ = τ
2 and ε = τ

2 ) and (2.34), we get

τ = d(u, Tu) ≤ d(u, xl+1) + d(Txl, Tu) ≤ d(u, xl+1) + ϕ(S(xl, u)) <
τ

2
+
τ

2
= τ.

Thus, d(u, Tu) = 0. Therefore Tu = u.
Now, suppose that there exists another point v ∈ X, u 6= v such that Tv = v. Then,

S(u, v) = max

{
d(u, v),

d(u, Tu)d(u, Tv) + d(v, Tv)d(v, Tu)

d(u, Tv) + d(v, Tu)

}
= d(u, v)

and from (2.34) together with the hypothesis ϕ ∈ Φ we get

0 < d(u, v) = d(Tu, Tv) ≤ ϕ(S(u, v)) = ϕ(d(u, v)) < d(u, v),

which is a contradiction.

Example 2.6. Let X be a finite set defined by X =
{
1
4 ,

1
2 , 1
}
. We endow X with usual metric. Define

T : X → X, ϕ : [0,∞)→ [0,∞) by

T
1

2
= T

1

4
=

1

4
, T1 =

1

2

and

ϕ(t) =


t2, if t ∈ [0, 12 ]

1− t, if t ∈ (12 , 1]
t
2 , if t ∈ (1,∞)

Since d(T 1
2 , T

1
4) = 0 obviously (2.34) holds. We consider the following two cases:

Case (1). Let x = 1
2 and y = 1. In this case, we have:

d(T
1

2
, T1) =

1

4
, d(

1

2
, 1) =

1

2
, d(1, T1) =

1

2
,

d(
1

2
, T

1

2
) =

1

4
, d(1, T

1

2
) =

3

4
, d(

1

2
, T1) = 0

and

S
(
1
2 , 1
)

= max

{
d(12 , 1),

d(12 , T
1
2)d(12 , T1) + d(1, T1)d(1, T 1

2)

d(12 , T1) + d(1, T 1
2)

}

= max

{
1
2 ,

1
4 · 0 + 1

2 ·
3
4

0 + 3
4

}
= 1

2 .
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In this case
d(T

1

2
, T1) =

1

4
≤ 1

4
= ϕ(

1

2
) = ϕ

(
S

(
1

2
, 1

))
.

Case (2). For x = 1
4 and y = 1. In this case, we have:

d(T
1

4
, T1) =

1

4
, d(

1

4
, 1) =

3

4
, d(1, T1) =

1

2
,

d(
1

4
, T

1

4
) = 0, d(1, T

1

4
) =

3

4
, d(

1

4
, T1) =

1

4

and

S
(
1
4 , 1
)

= max

{
d(14 , 1),

d(14 , T
1
4)d(14 , T1) + d(1, T1)d(1, T 1

4)

d(14 , T1) + d(1, T 1
4)

}

= max

{
3
4 ,

0 · 14 + 1
2 ·

3
4

1
4 + 3

4

}
= 3

4 .

Therefore,

d(T
1

4
, T1) =

1

4
≤ 1

4
= ϕ(

3

4
) = ϕ

(
S

(
1

4
, 1

))
.

Hence all the conditions of Theorem 2.5are satisfied and T has a unique fixed point, x = 1
4 .

References

[1] J. Achari, On Ćirić’s non-unique fixed points, Mat. Vesnik, 13 (28)no. 3, 255-257 (1976)
[2] M. Arshad, E. Karapınar, A. Jamshaid, Some unique fixed point theorems for rational contractions in partially ordered

metric spaces. J. Inequal. Appl. 2013, Article ID 248 (2013)
[3] B. K. Dass and S. Gupta, An extension of Banach contraction principle through rational expressions, Indian J. Pure Appl.

Math., 6(1975), 1455-1458
[4] D. S. Jaggi, Some unique fixed point theorems, Indian J. Pure Appl. Math, vol. 8, pp. 223-230, 1977
[5] E.Karapinar, A. Dehici, N. Redjel, On some fixed points of (α − ψ)- contractive mappings with rational expressions J.

Nonlinear Sci. Appl., 10 (2017), 1569-1581
[6] E. Karapinar, A. Roldan and K. Sadarangani, Existence and uniqueness of best proximity points under rational contractivity

conditions, Mathematica Slovaca, Volume 66, Issue 6, Pages 1427-1442
[7] E. Karapinar, M.Marudai And V. Pragadeeswarar, Fixed Point Theorems For Generalized Weak Contractions Satisfying

Rational Expression on a Ordered Partial Metric Space, Lobachevskii Journal of Mathematics,Vol. 34, No. 1, pp. 116-
123.(2013)

[8] E. Karapinar, W. Shatanawi and K.Tas, Fixed point theorem on partial metric spaces involving rational expressions, Miskolc
Mathematical Notes, 14,2013,no:1, 135-142.

[9] S. Chandok, E. Karapinar, Common Fixed Point of Generalized Rational Type Contraction Mappings in Partially Ordered
Metric Spaces, Thai Journal of Mathematics, Volume 11 Number 2 (2013) pp. 251-260.

[10] Z. Mustafa, E. Karapınar and H. Aydi, A discussion on generalized almost contractions via rational expressions in partially
ordered metric spaces, Journal of Inequalities and Applications 2014, 2014:219

[11] A. H. Soliman, Fixed point theorems for a generalized contraction mapping of rational type in symmetric spaces, Journal
of the Egyptian Mathematical Society 25(2017), 298-301

[12] T.Suzuki, Fixed point theorem for a kind of Ćirić type contractions in complete metric spaces, Advances in the Theory of
Nonlinear Analysis and its Applications 2(2018) No 1, 33-41


	1 Introduction and Preliminaries
	2 Main Results

