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Abstract This study presents a comparative analysis of two text-processing models: ChatGPT and Retrieval-
Augmented Generation (RAG).

ChatGPT, built on the Generative Pre-trained Transformer (GPT) architecture, excels at generating coherent
and contextually appropriate texts, making it widely applicable in fields such as education, healthcare, and
business. However, it has a significant limitation—it relies solely on pre-trained data, lacking the ability
to access real-time information, which can affect the relevance of its responses in dynamic contexts.

In contrast, RAG integrates text generation with external data retrieval, offering a substantial advantage
in terms of real-time data relevance. This feature enhances both the accuracy and completeness of the
generated responses, especially for tasks that require up-to-date information. The study evaluates both
models based on several key performance indicators, including accuracy, completeness, processing time,
and scalability.

The conclusion highlights the strengths and weaknesses of each model and suggests potential improve-
ments for their future application across various domains. By offering a deeper understanding of the
capabilities and limitations of these technologies, this research contributes to their optimal use and
further development.

Keywords Artificial intelligence (AI) • machine learning • natural language processing (NLP) • ChatGPT • RAG

Citation: Aslan  Nurzhanov, and Altynbek Sharipbay. 2025. Modern AI Models for Text Analysis: A Comparison of
Chatgpt and Rag. Journal of Data Analytics and Artificial Intelligence Applications 1, 1 (January 2025), 1-13. https://
doi.org/10.26650/d3ai.002
This work is licensed under Creative Commons Attribution-NonCommercial 4.0 International License. 
2025. Nurzhanov, A. & Sharipbay, A.
Corresponding author: Aslan  Nurzhanov as777an@gmail.com 

Journal of Data Analytics and Artificial Intelligence Applications
https://d3ai.istanbul.edu.tr/
e-ISSN: 0000-0000

1

https://iupress.istanbul.edu.tr/
https://doi.org/10.26650/d3ai.002
https://orcid.org/0009-0001-4617-7798
https://orcid.org/0009-0001-4617-7798
mailto:as777an@gmail.com
mailto:as777an@gmail.com
https://orcid.org/0009-0000-5511-7466
https://orcid.org/0009-0000-5511-7466
https://doi.org/10.26650/d3ai.002
https://doi.org/10.26650/d3ai.002
mailto:as777an@gmail.com
https://d3ai.istanbul.edu.tr/


Modern AI Models for Text Analysis: A Comparison of Chatgpt and Rag   Nurzhanov & Sharipbay, 2025

1. INTRODUCTION

In recent years, AI models have become essential in text processing, including automatic text generation
and data analysis. Popular solutions include the generative transformer-based model ChatGPT [1] and hybrid
models like RAG [2].

ChatGPT, developed by OpenAI, generates coherent text by training on extensive datasets, allowing it to
handle diverse queries. However, it is limited by its reliance on an internal knowledge base, affecting
accuracy and relevance [3, 4].

RAG enhances language models by combining retrieval and generation, achieving state-of-the-art perfor-
mance in many NLP tasks [5, 6].

This study offers a comparative analysis of ChatGPT and RAG, highlighting their advantages, limitations, and
potential applications in various tasks.

2. ANALYSIS OF MODERN TEXT PROCESSING METHODS

In this study, over 40 research papers were reviewed, focusing on the application of modern models,
including ChatGPT and RAG, in data processing, particularly in text analysis. These works cover a broad range
of topics related to the use of these technologies across various fields—from education and healthcare
to science and engineering [7]. The articles examine both the advantages of these models, such as high
flexibility and improved accuracy through the use of external data, as well as their limitations, including
issues with bias, inaccuracies in responses, and computational costs. The comparative analysis of the studies
highlighted the key features of applying ChatGPT and RAG and developed a benchmark methodology for
their effective use in various text processing scenarios [8, 9].

2.1. ChatGPT

ChatGPT is a large language model developed by OpenAI based on the GPT architecture. It has been trained
on vast amounts of textual data to generate coherent and meaningful responses to text-based queries.
The model can engage in conversations, answer questions, generate text, and even solve tasks that require
complex contextual understanding and logic [1].

2.1.1. Advantages and disadvantages of using RAG for text processing

A comparative review of studies on ChatGPT highlights its diverse applications and varying strengths and
weaknesses. In education, research indicates that ChatGPT enhances learning by providing quick answers,
assisting with essay writing, and explaining complex concepts, leading to high user satisfaction [6, 10].

In medicine, ChatGPT aids in drafting reports and making recommendations, thus improving clinical effi-
ciency [7, 11].

However, limitations exist, particularly regarding accuracy and reliability in technical fields, as some studies
note that the model can generate plausible but incorrect responses [8, 12]. In addition, concerns about
political bias and objectivity have been raised [9].

In summary, while ChatGPT shows significant potential, caution is necessary in fields where accuracy and
impartiality are critical.
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2.1.2. 2.1.2. Benchmark methodology for using ChatGPT

The benchmark methodology for ChatGPT in text generation assesses its ability to produce coherent,
accurate, and contextually relevant responses. Key performance metrics include accuracy, recall, precision,
and F1-Score, along with processing time to evaluate efficiency.

Testing involves large-scale datasets, such as SQuAD, and various response formats (e.g., structured answers
and free-form text) to gauge performance flexibility. Since ChatGPT relies solely on internal knowledge,
it generates high-quality responses with minimal latency, supporting scalable response generation for
numerous queries [13].

2.2. 2.2. RAG

RAG is a powerful approach for text processing that combines the strengths of generative models with the
ability to retrieve information from external data sources [14]. This approach offers several key advantages
that make it appealing for various tasks, although it also comes with certain limitations.

2.2.1. 2.2.1. Advantages and disadvantages of using RAG for text processing

RAG excels in retrieving relevant data from external databases, enhancing the accuracy and reliability of
responses, particularly in critical fields such as medicine and law [15]. It effectively handles long texts and
complex queries, enriching responses with the necessary context, which is beneficial in multi-layered tasks
such as legal analysis [16].

Additionally, RAG's adaptability to various domains, leveraging specialised databases, provides versatility
compared to traditional models trained on limited datasets [17].

However, RAG's high computational complexity poses a disadvantage, especially with large datasets, leading
to slower response times in time-sensitive tasks [18]. Setting up an RAG also requires substantial effort to
integrate external databases efficiently, with potential performance issues if not carefully configured [19].
Furthermore, the effectiveness of the RAG relies on the quality of the external data; outdated or incorrect
information can undermine its accuracy [20].

In summary, while RAG is a powerful tool for text processing in complex tasks requiring high accuracy, its
implementation necessitates considerable computational resources, careful configuration, and access to
high-quality data.

2.2.2. 2.2.3. Benchmark methodology for using the RAG

The benchmark methodology for RAG in text processing utilises objective metrics to evaluate performance,
including Precision (relevance of retrieved documents), Recall (ability to retrieve all relevant documents),
and Accuracy (overall correctness of predictions).

Processing Time measures the speed of document retrieval and response generation, while Scalability
assesses the model’s capability to handle increased queries or dataset sizes without performance loss.
These metrics provide a quantifiable basis for optimising RAG models in real-world applications, ensuring
effective performance in complex text processing tasks [21].

3. RESEARCH METHODOLOGY

The methodology of this research is focused on evaluating the performance of the ChatGPT and RAG models
using key metrics. For a systematic analysis, the study is divided into several critical aspects.
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3.1. Literature review of the evaluation methods

The evaluation methodologies for the ChatGPT and RAG models incorporate various metrics, including
accuracy, recall, and F1-score for ChatGPT, as well as precision and recall for RAG. A detailed overview of the
evaluation methods is presented in Table 1 [22-24].

Table 1. Overview of the evaluation methods for the ChatGPT and RAG models

Study title Model evaluated Key metrics Summary of the findings

Evaluating ChatGPT as a Question-
Answering System: A Comprehensive
Analysis and Comparison with Existing
Models [22]

ChatGPT Accuracy, Recall,
and F1-score

Compared ChatGPT with traditional QA
systems, testing various interaction modes
and evaluation methods.

Evaluation of Retrieval-Augmented
Generation: A Survey [23]

RAG Precision, Recall Discusses metrics for assessing RAG's
retrieval capabilities and generated text
quality, including answer relevance and
faithfulness.

CRAG—Comprehensive RAG Benchmark [24] RAG Context
Precision and
Answer
Relevance

Outlines the key evaluation metrics for the
RAG, providing insights into the evaluation
methodologies.

3.2. Experimental conditions for testing the ChatGPT and RAG

To test ChatGPT, QA datasets were used, including popular test sets like SQuAD, which evaluate the model’s
ability to generate accurate answers to complex questions. Various datasets and query types were employed
to assess the performance in different generation modes [22, 25, 26].

For the RAG, testing required integrating external databases, using complex queries that necessitated infor-
mation retrieval. The conditions included working with large datasets and evaluating the relevance of the
retrieved data [23, 27].

3.3. The abilities of the ChatGPT and RAG models in processing and classifying extremist
texts

To evaluate the effectiveness of ChatGPT and RAG in processing and classifying extremist texts, a specialised
dataset was developed. It consisted of examples of extremist content across eight categories: political,
religious, racial, national (ethnic), economic, social, youth, and environmental extremism. Additionally, the
dataset included materials related to extremism, such as articles, reports, and publications, addressing
various aspects of extremist activities, their consequences, and methods of prevention.

Experimental setup for ChatGPT: Input texts were processed directly without external data retrieval. The
model’s responses were evaluated based on binary classification (extremist or non-extremist) and type
classification (correct identification of the specific type of extremism).

Experimental setup for the RAG: The model retrieved contextual data from an external database. Similar
evaluation metrics were used, with additional emphasis on the relevance of the retrieved documents.

Key Evaluation Metrics:

• True Positives by type of extremism (TPv): The number of texts correctly classified not only as extremist
but also by the correct type of extremism.
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• False Positives by type of extremism (FPv): The number of texts with extremist content correctly identified
as extremist but misclassified regarding the specific type of extremism.

• False Negatives by type of extremism (FNv): The number of texts containing extremist content of a
specific type that the model either failed to classify correctly or failed to recognise as extremist (missed
classification).

In the implementation of the RAG model, the external knowledge base was stored in MD (Markdown) files,
allowing for a simple and structured format that facilitated efficient processing. These MD files contained
texts organised into thematic segments, simplifying the retrieval of relevant information.

Vector representations of the data, stored in the Chroma database, were generated based on the content
of these MD files. This setup ensured efficient data management and reduced the system load during query
execution. Texts were split into chunks of 300 characters, ensuring consistent representation in the vector
database and improving the accuracy of context retrieval.

Additionally, the LangChain library was used to orchestrate the processes of information retrieval and
response generation. LangChain enabled seamless integration between the knowledge base, MD files, and
vector search operations. During response generation, the RAG model used ChatGPT, leveraging its gener-
ative capabilities to analyse retrieved information and produce coherent and contextually relevant outputs.
This approach ensured high accuracy and relevance in the tasks related to text classification and processing.

4. EXPERIMENTAL RESULTS

Two models, ChatGPT and RAG, were used in the experiments. Each model was tested in conditions as close
as possible to real-world text processing scenarios, including tasks involving short, long, and implicit texts.
ChatGPT was tested on various question-answer tasks using datasets like SQuAD, generating answers based
on pre-trained data without external search [22]. In contrast, the RAG included a data retrieval component,
enabling the system to find information in real databases before generating a response. This ensured the
integration of additional sources to improve the accuracy and relevance of the answers [14].

4.1. Performance comparison of ChatGPT and RAG by criteria

Accuracy: ChatGPT performs well in providing contextually correct answers but struggles with complex,
factually precise questions due to a lack of external data support [22]. In contrast, RAG shows higher accuracy,
particularly in tasks requiring factual retrieval from external sources [25].

Recall: ChatGPT often fails to deliver complete answers, especially with implicit texts [28]. RAG demonstrates
higher recall by effectively retrieving and integrating information from multiple sources [25].

Processing Time: ChatGPT is faster for tasks without information retrieval, while RAG takes longer due to its
need to search external sources [29].

Scalability: ChatGPT handles numerous queries efficiently [3], whereas RAG faces scalability challenges with
large datasets [30].

Relevance: ChatGPT’s responses can be general or contextually limited due to reliance on pre-trained data
[3]. RAG provides more relevant and accurate responses, especially for complex queries requiring current
information [31].
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Processing Long Texts: ChatGPT manages long texts but may lose critical information due to its context
window limitations [32]. RAG effectively processes long texts by breaking them into chunks and retrieving
relevant data as needed.

In the study of the performance of the ChatGPT and RAG models, the results of the comparative analysis are
presented in Table 2 [18, 33-37].

Table 2. Comparison of the ChatGPT and RAG performance

Criteria ChatGPT RAG Comments

Accuracy 50.5% (PubMedQA), 15.06%
(HotpotQA)

56.42% (PubMedQA), 12.07%
(HotpotQA)

RAG shows a slight improvement in
accuracy compared to ChatGPT,
especially when accessing external
data [33, 34] 

Recall 1.09% (PubMedQA), 22.63%
(HotpotQA)

3.05% (PubMedQA), 25.05%
(HotpotQA)

RAG provides better extraction of
relevant information, especially on
complex question-and-answer tasks
[33]

Processing time ~0.3–0.5 sec ~1.5–2 sec ChatGPT is faster because it does not
require access to external data
sources [35]

Scalability High Average ChatGPT scales better due to the
lower computational cost of
extracting information [36]

Relevance of the
response

Low for complex queries Higher thanks to the external
data

RAG is more relevant for tasks that
require searching for relevant
information [37]

Processing long
texts

Moderate High RAG handles long texts better by
extracting information from external
sources [18]

These results provide a clear comparison of the performance of ChatGPT and RAG across different criteria,
highlighting the strengths and limitations of each model in various text processing tasks.

4.2. Advantages of the RAG in handling long texts

RAG demonstrated clear advantages in working with long texts and texts with implicit content. Thanks to
its data retrieval component, the model could locate and use relevant information from external sources,
significantly improving the quality of its generated responses. In tasks where the text requires detailed
processing and contextual understanding, RAG outperforms ChatGPT, which relies solely on internal model
data. This was confirmed in studies where long documents and complex texts requiring in-depth analysis
were tested [16].

Thus, RAG proved to be highly effective in complex scenarios that require the integration of external infor-
mation, while ChatGPT remains more suitable for quicker, less complex tasks involving shorter texts [38].

4.2.1. Evaluation results of the ChatGPT and RAG models’ capabilities in processing and classifying extremist
texts

As part of the conducted scientific study, 160 extremist texts were tested, evenly distributed across eight
types of extremism with 20 texts for each category. The analysis results are presented in Table 3.
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Table 3. Comparative table of extremist text classification results by the ChatGPT and RAG models

ChatGPT RAGType of extremism

TPv FPv FNv TPv FPv FNv

Political 20 1 0 15 1 5

Religious 17 1 3 10 4 10

Racial 16 2 4 13 3 7

National (ethnic) 20 2 0 15 3 5

Economic 15 1 5 12 2 8

Social 16 1 4 11 3 9

Youth 16 0 4 12 3 8

Environmental 15 0 5 11 4 9

The ChatGPT model demonstrated high classification accuracy across most categories of extremism, partic-
ularly in tasks where the texts contained explicit content. It achieved maximum TPv values for political and
national (ethnic) extremism (20 out of 20), while maintaining low FPv and FNv values. However, in some
cases, such as religious and economic extremism, the model made more errors, with FNv reaching up to 5.

The RAG model, leveraging its ability to extract additional data from external sources, showed stable
performance in classifying complex and veiled texts. However, its TPv values were generally lower than those
of ChatGPT across almost all categories, especially for religious and social extremism, where FNv reached
10 and 9, respectively.

The classification results highlight the differences in the effectiveness of ChatGPT and RAG depending on
the type of extremism.

For political extremism, ChatGPT correctly classified all texts (TPv = 20), with no omissions (FNv = 0) and only
one FPv error. In contrast, RAG delivered a lower performance, correctly classifying 15 texts (TPv = 15), while
missing 5 texts (FNv = 5) and maintaining a similar number of FPv errors.

In religious extremism, ChatGPT performed better, correctly classifying 17 texts (TPv = 17) with one FPv error
and three FNv omissions. The RAG model was less accurate, correctly classifying only 10 texts (TPv = 10),
making more FPv errors (4), and missing 10 texts (FNv = 10).

For racial extremism, ChatGPT achieved slightly better results, correctly classifying 16 texts (TPv = 16) with 4
FNv omissions. RAG performed worse, correctly classifying 13 texts (TPv = 13) and missing 7 (FNv = 7). Both
models had comparable FPv errors (2–3).

In the category of national (ethnic) extremism, ChatGPT again demonstrated maximum accuracy, correctly
classifying all texts (TPv = 20) with no omissions (FNv = 0). RAG underperformed, missing 5 texts (FNv = 5)
and correctly classifying 15 texts (TPv = 15).

For economic extremism, ChatGPT correctly classified 15 texts (TPv = 15) with 5 FNv omissions, while RAG
showed lower accuracy, correctly classifying 12 texts (TPv = 12) and missing 8 (FNv = 8).

The analysis of social extremism also highlighted ChatGPT’s superiority, correctly classifying 16 texts (TPv
= 16) with 4 FNv omissions. RAG demonstrated lower accuracy, correctly classifying 11 texts (TPv = 11) and
missing 9 (FNv = 9).

For youth extremism, ChatGPT showed higher accuracy, correctly classifying 16 texts (TPv = 16) with 4 FNv
omissions, while RAG correctly classified 12 texts (TPv = 12) and missed 8 (FNv = 8).
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Finally, in the category of environmental extremism, ChatGPT correctly classified 15 texts (TPv = 15) with 5
FNv omissions. In comparison, RAG correctly classified 11 texts (TPv = 11), missed 9 texts (FNv = 9), and had
more FPv errors (4 compared to 0 for ChatGPT).

These results demonstrate that ChatGPT achieves higher accuracy in classifying most types of extremism,
particularly in cases involving explicit text content. In contrast, the RAG encounters challenges when classi-
fying veiled or complex texts, which is reflected in its higher FPv and FNv error rates.

5. DISCUSSION

The discussion section focuses on a detailed comparison between the strengths and weaknesses of the
two models used in this research, ChatGPT and RAG. This analysis is essential for understanding how each
model performs in different contexts, highlighting their advantages and limitations in real-world applica-
tions. By evaluating these models, we can identify areas where improvements could further enhance their
performance. The following subsections provide a breakdown of the key features and shortcomings of both
models, followed by potential strategies for enhancing their capabilities in the field of text processing.

5.1. Strengths and weaknesses of each model

ChatGPT's key strengths include fast text generation, scalability, and versatility, enabling real-time query
processing without the need for external database access [36]. However, it has significant drawbacks in
terms of accuracy and reliability, as it relies on static training data, making it unsuitable for critical fields
like medicine or law where current information is essential. Additionally, ChatGPT may produce plausible-
sounding but factually incorrect responses [39].

In contrast, RAG improves the accuracy and relevance of responses by integrating with external databases,
allowing access to real-time information, which is crucial for complex tasks in medicine and law [14].
Nonetheless, RAG has its own disadvantages, including the high computational costs associated with real-
time information retrieval, which can slow down the performance. The complexity of setting up an RAG for
integration with various databases also complicates its use across tasks [40].

5.2. Potential improvements in the text processing models

Improving ChatGPT's performance could involve integrating an information retrieval component like RAG
to access real-time data, enhancing its accuracy in fields such as medicine and finance. Fine-tuning on
specialised datasets for tasks such as medical or legal consultations could also increase relevance and
reliability.

For RAG, optimising the data retrieval process with more efficient ranking algorithms could reduce search
times and computational costs. In addition, incorporating automatic fact-checking and data verification
systems would enhance accuracy and minimise irrelevant information.

In summary, both models possess unique strengths, and targeted improvements could enhance their effec-
tiveness across various tasks.
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5.3. Evaluation of the ChatGPT and RAG models’ capabilities in processing and classifying
extremist texts

The results of the comparative analysis revealed that the ChatGPT and RAG models exhibit varying levels of
effectiveness in classifying extremist texts depending on the category and complexity of the content.

ChatGPT demonstrated high classification accuracy, particularly in tasks involving explicit content. The
model achieved maximum TPv values for political and national (ethnic) extremism, correctly classifying
all texts in these categories. Low FPv and FNv values across most categories confirm the model’s ability
to handle texts effectively that do not require deep analysis or the extraction of an additional context.
However, in categories with veiled content, such as religious and economic extremism, ChatGPT delivered
less accurate results, with more omissions (FNv up to 5).

RAG, on the other hand, showcased stable performance when working with veiled and complex texts due
to its ability to retrieve additional information from external data sources. However, this capability did not
always result in higher accuracy. In categories like religious and social extremism, the model exhibited a
significant number of omissions (FNv up to 10) and classification errors related to extremist types (FPv up
to 4). This may be attributed to the model’s reliance on the quality of external data and the challenges
associated with integrating these data into the classification process.

6. CONCLUSION

The comparison of the ChatGPT and RAG models is crucial for advancing artificial intelligence in specialised
domains, such as processing extremist texts. ChatGPT serves as a powerful tool for text generation based
on pre-trained knowledge, making it effective for quick analysis and tasks that do not require access to
external data. However, its limitations become clear in situations where handling current or domain-specific
information is essential.

In contrast, RAG, by integrating mechanisms for retrieving data from external sources, shows significant
potential for processing texts that require deep analysis and contextual understanding. This capability is
particularly important in fields such as medicine, law, or the analysis of veiled extremist content.

The comparison of these models helps identify the key aspects of their applications and determine the
directions for further improvements. For instance, integrating the strengths of both models could lead to
the development of hybrid systems that combine the accuracy and speed of ChatGPT with the data retrieval
capabilities of RAG, offering significant potential for use in critically important areas.

Future research should focus on optimising each model to enhance its effectiveness in specialised appli-
cations. For ChatGPT, it would be beneficial to integrate data retrieval mechanisms, enabling the model to
access real-time information. This could involve developing hybrid architectures that combine the model’s
pre-trained knowledge with contextual search capabilities. Additionally, fine-tuning ChatGPT on domain-
specific datasets, such as those in medicine, law, or extremist content analysis, would significantly improve
its accuracy for specific tasks. Developing algorithms to better analyse veiled texts, leveraging methods of
deep context analysis to uncover nuanced meanings, is also essential. To improve the handling of long texts,
the model’s context window should be expanded, and mechanisms for segmenting text into chunks with
subsequent interpretation integration should be implemented.
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For the RAG, improving the quality of data retrieval is a priority. This can be achieved by employing
more accurate ranking algorithms and implementing automatic verification mechanisms to minimise the
impact of outdated or irrelevant information. Reducing the computational complexity of the model is also
essential, which can be accomplished by optimising its architecture to accelerate search processes without
compromising accuracy and employing dynamic selection of relevant sources. Additionally, RAG should be
tailored to specialised tasks through fine-tuning on relevant databases, such as medical or legal sources,
while strengthening its contextual retrieval mechanisms to better handle veiled texts.

A combined optimisation of these models could involve developing hybrid systems that merge the speed
and accuracy of ChatGPT with RAG’s external data retrieval capabilities. Such systems could dynamically
adapt to various tasks, automatically switching between pre-trained knowledge generation and external
data retrieval based on contextual demands. To enhance effectiveness, it is recommended to test these
systems on real-world datasets that reflect practical application conditions and to develop new evaluation
metrics that account for requirements in accuracy, speed, and scalability. Ethical and legal considerations
are also critical, including measures to prevent the generation of biassed content and to ensure data confi-
dentiality, particularly in sensitive areas such as medicine or counter-extremism efforts. These steps will
help tailor the models to specialised applications and ensure their successful deployment across diverse
contexts.

The scalability of the AI models and the reduction of computational costs are critical areas for future
improvement. This study identifies several strategies that can be implemented to enhance these aspects
for both the ChatGPT and RAG models.

For ChatGPT, computational efficiency can be improved through techniques such as parameter reduction
or weight quantisation, which reduce resource demands without significantly impacting performance. Simi-
larly, dynamic sampling strategies can be employed in RAG to minimise the number of external data queries,
ensuring that only the most relevant information is retrieved.

Caching mechanisms present another promising avenue for optimisation. In the case of RAG, frequently
accessed data can be cached, thereby reducing the retrieval times and computational overhead. For ChatGPT,
the use of precomputed contexts for common queries could accelerate processing while maintaining accu-
racy. Additionally, parallel processing on high-performance computing platforms offers potential scalability
improvements for both models, allowing them to handle larger datasets and more complex tasks efficiently.

This study makes a substantial contribution to the existing literature by highlighting the strengths and
limitations of ChatGPT and RAG in text classification tasks. Specifically, it demonstrates that ChatGPT excels
in tasks involving explicit content, while RAG is better suited for handling veiled or contextually complex
texts. These findings enrich current knowledge by providing a clearer understanding of the contexts in which
each model performs optimally.

Moreover, the results underscore the practical applicability of these models in real-world scenarios, such
as healthcare and legal domains, which require high levels of accuracy and reliability. By bridging the gap
between academic research and practical deployment, this study provides a valuable foundation for devel-
oping hybrid systems that combine the strengths of both ChatGPT and RAG. Such systems could enhance the
precision and adaptability of AI models, making them more suitable for diverse and critical applications.

Finally, the findings of this research lay the groundwork for further exploration into computationally efficient
hybrid architectures. The evaluation metrics developed and applied in this study, such as TPv, FPv, and
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FNv, could serve as benchmarks for analysing the performance of AI models in other specialised tasks.
These insights reinforce the importance of integrating computational efficiency, scalability, and practical
adaptability into the development of next-generation AI systems.
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