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Abstract 

A time series is a sequence of temporal data obtained at specific intervals. These intervals can represent equal time 

periods such as daily, weekly, monthly, or yearly, or irregular and unequal time periods. Time series forecasting 

involves predicting future values of the target variable using its past values. This process involves identifying 

temporal variations such as trend, seasonality, and noise to make predictions about future values. In time series 

analysis, machine learning involves data analysis, preprocessing, normalization, transformations, time based 

features, error optimization, and model accuracy optimization. Machine learning methods provide greater 

efficiency compared to traditional methods, especially when the volume and complexity of data and variables 

increase. Deep learning, in particular, offers advantages in time series forecasting by capturing long-term 

dependencies and handling large and complex datasets. Machine learning and deep learning models can achieve 

high accuracy, interpretability, and fast results for multivariate time series forecasting.  

This study focuses on multivariate time series forecasting by leveraging advanced machine learning models. 

Specifically, it employs the Prophet model and the Transformer architecture, an emerging deep learning method 

known for its ability to model long-term dependencies. Unlike traditional approaches, the proposed framework 

integrates both endogenous and exogenous variables, applies error-weighted variable importance calculations, and 

evaluates model performance through variable augmentation. By comparing and combining the Prophet and 

Transformer models, the study aims to enhance forecasting accuracy and interpretability for complex temporal 

datasets. 
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Zaman Serileri Tahmini: Transformer ve Prophet Modeli 

 
 

Özet 

Zaman serisi, belirli aralıklarla elde edilen zamansal veri dizisidir. Bu aralıklar, günlük, haftalık, aylık veya yıllık 

gibi eşit zaman periyotlarını temsil edebileceği gibi, düzensiz ve eşit olmayan zaman periyotlarını da ifade edebilir. 

Zaman serisi tahmini, hedef değişkenin geçmiş değerlerini kullanarak gelecekteki değerlerini tahmin etmeyi içerir. 

Bu süreçte, eğilim (trend), mevsimsellik (seasonality) ve gürültü (noise) gibi zamansal değişimlerin belirlenmesi, 

gelecekteki değerler hakkında öngörülerde bulunmak için önemlidir. Zaman serisi analizinde makine öğrenmesi, 

veri analizi, ön işleme, normalizasyon, dönüşümler, zamana dayalı özellikler, hata optimizasyonu ve model 

doğruluğu optimizasyonunu içerir. Makine öğrenmesi yöntemleri, özellikle veri ve değişkenlerin hacmi ile 

karmaşıklığı arttığında, geleneksel yöntemlere kıyasla daha yüksek verimlilik sağlar. Özellikle derin öğrenme, 

uzun vadeli bağımlılıkları yakalayarak ve büyük, karmaşık veri kümelerini işleyerek zaman serisi tahmininde 

önemli avantajlar sunar. Makine öğrenmesi ve derin öğrenme modelleri, çok değişkenli zaman serisi tahmininde 

yüksek doğruluk, yorumlanabilirlik ve hızlı sonuçlar elde etmeye olanak tanır.  

Bu çalışma, çok değişkenli zaman serisi tahmini üzerine odaklanarak gelişmiş makine öğrenmesi modellerinden 

Prophet ile uzun dönemli bağımlılıkları modellemedeki başarısıyla öne çıkan Transformer mimarisini 

kullanmaktadır. Geleneksel yöntemlerden farklı olarak, modelleme sürecine içsel (endojen) ve dışsal (eksojen) 

değişkenler dahil edilmiştir. Her bir değişken için hata ağırlıklı önem dereceleri hesaplanmış, değişken artırımı 

uygulanmış ve iki modelin performansı karşılaştırılmıştır. Prophet ve Transformer modellerinin birlikte 

kullanılmasıyla, karmaşık zaman serilerinde yüksek doğruluk ve yorumlanabilirlik hedeflenmiştir. 

 

Anahtar sözcükler: Zaman serisi tahmini, Makine öğrenmesi, Derin öğrenme, Prophet modeli, Transformer 

modeli 

 

1. Introduction 

Forecasting is the process of making inferences, identifying relationships, or predicting future states based on 

existing data or information. The forecasting process is analyzed and modeled according to the knowledge of the 

data and its structure (Huang et al., 2022). A time series is a sequence of temporal data obtained at regular intervals. 

These data intervals can represent equal time intervals such as daily, weekly, monthly, or yearly, or irregular and 

unequal time intervals. Time series forecasting is a field of research widely used in many common areas such as 

business, economics, and energy. The process of time series forecasting involves predicting future values using 

past values of the dependent variable. It provides foresight by identifying temporal variations such as trends and 

seasonality in the process of predicting future values (Liu et al., 2023). Time series forecasting models are widely 

implemented using traditional, machine learning, and deep learning algorithms. High-accuracy prediction models 

are preferred for univariate or multivariate datasets (Sun et al., 2022). 

This study includes multivariate time series models. The impact and accuracy of many endogenous and exogenous 

variables such as seasonal effects, trends, periodic differences, weather conditions, and macroeconomic data on 

the time series forecasting model have been addressed (Jha and Pande, 2021). Among the many forecasting models 

with multiple variables, the Prophet model offers several advantages over many machine learning models in terms 

of interpretability, obtaining and controlling seasonal variables, considering change intervals, and including 

variables as regressors (Riyantoko et al., 2021). The Transformer model, a deep neural network, provides ease in 
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long-term dependencies and produces high-accuracy predictions in time series forecasting by focusing on variables 

through the attention mechanism (Vaswani et al., 2017).  

Unlike the existing literature, this study proposes a method for model prediction by incorporating the regressor 

effect into the multivariate Prophet model and adding trend and seasonality variables to the Transformer model. 

This method aims to boost accuracy, learning efficiency, generalization, and interpretability, leading to highly 

precise and reliable time series forecasts.  

 

2. Time Series Forecasting Models 

Time series are divided into two groups according to the types of variables. These are univariate and multivariate 

time series. Univariate time series contain a single variable dependent on time, while multivariate time series 

include multiple variables dependent on time (Riyantoko et al., 2021). In this study, the Prophet model used in 

multivariate time series models and the deep learning method known as the Transformer model are examined. 

 

2.1 Prophet Model 

The Prophet model is a time series forecasting model developed by Facebook as an open-source software in 2017. 

It enables the modeling of nonlinear daily, weekly, monthly, and yearly data, incorporating seasonality and the 

holiday effects specific to different countries. Seasonality represents the variations occurring within a time unit. 

The Prophet model offers advantages over other models by addressing missing data in the dataset and 

automatically correcting outliers to a certain extent. 

The Prophet model is given as, 

                          𝑦𝑡 =  𝑔(𝑡) + 𝑠(𝑡) + ℎ(𝑡) +  𝜀𝑡 .                                                       (1) 

The time series model given in Eq. (1), 𝑔(𝑡) represents the trend function modeling nonperiodic changes, 𝑠(𝑡) 

represents the time-dependent seasonal periodic changes, ℎ(𝑡) denotes the holiday and country-specific effects 

component and 𝜀𝑡 signifies the error or noise component in the time series model (Taylor and Letham, 2018). 

The Prophet model provides forecasts by constructing time series models with flexible structures that capture trend 

and seasonal patterns. It supports modeling with a univariate numerical variable (𝑦) and a time column (𝑑𝑠). 

Advanced hyperparameters and the multivariate advanced prophet model are employed for datasets involving 

multiple variables (Taylor and Letham, 2018). 

 

2.2 Advanced Multivariate Prophet Model 

The Prophet model, developed by Facebook, provides more accurate forecasts by incorporating components such 

as seasonality and holiday effects, along with flexibility, uncertainty, and the inclusion of external factors. In this 

study, to reduce uncertainty and errors and enhance reliability, several hyperparameter tuning and model capability 

procedures have been included, which are novel and additional to the literature. Some of the techniques used in 

this study include forecasting growth types, trend and seasonality changepoint detection, dataset-specific multiple 

regression additions, Markov Chain Monte Carlo (MCMC) parameter distributions and uncertainty detection 

parameters, and interval width (Hasnain et al., 2022). 

 

2.2.1 Forecasting Growth Types 

To describe long-term or short-term changes (trends) in a time series, linear and logistic growth models are used. 

The logistic growth model represents models characterized by curves that rapidly decrease as the variable 

approaches a certain saturation point. Linear growth, on the other hand, represents a model where the variable in 

the time series typically shows increasing or decreasing trends (Setianingrum et al., 2022). 
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2.2.1.1 Nonlinear saturating growth 

The logistic growth model is also known as the nonlinear saturating growth trend. Nonlinear saturating growth 

trends represent situations where the increase in the series reaches certain limits or saturation. This growth type is 

a modeling approach where the rate of increase changes over time. The mathematical representation of the logistic 

growth model (Setianingrum et al., 2022) is given in Eq. (2) as: 

 𝑔(𝑡) =
𝐶

1+exp (−𝑘(𝑡−𝑚))
  (2) 

In the logistic growth model,  𝐶 represents the carrying capacity, 𝑘 denotes the growth rate, and 𝑚 is the shift 

parameter. In the Prophet model, the classic logistic growth model is extended to include a time-dependent carrying 

capacity. Constant 𝐶, becomes 𝐶(𝑡) signifying that it is dependant upon time, rather than a constant. The vector 

𝑎(𝑡) represents binary outputs that signify which growth rate adjustments are valid for that point in time. It is an 

‘’on/off’’ switch for growth rate (and offset parameter) adjustments. It is transposed to allow for valid vector 

multiplication with the aforementioned vectors. The vector 𝛿 represents vector of growth rate adjustments, if we 

have 5 different linear growth rates, this will simply contain the 5 different values for growth rate adjustments (𝑘 

gets adjusted by the value in 𝛿). Multiplying by (transposed) 𝑎(𝑡) vector simply yields the correct growth rate 

adjustment for that point in time. The vector 𝛾 represents adjustments to the offset parameter (𝑚). In the same way 

as 𝛿 vector, when multiplied by (transposed) 𝑎(𝑡) vector yields the correct growth rate adjustment, this yields the 

correct offset parameter adjustment to connect the endpoints of the linear ‘’pieces’’ that form piecewise function 

(URL 1, 2021). The logistic growth model in the Prophet model (Setianingrum et al., 2022) is given in Eq. (3) as: 

𝑔(𝑡) =
𝐶(𝑡)

1+exp (𝑘+𝑎(𝑡)𝑇𝛿)(𝑡−(𝑚+𝑎(𝑡)𝑇𝛾))
                                                    (3) 

 

 

2.2.1.2 Linear trend with changepoints 

The linear trend with changepoints is used to model linear slopes in a time series and changes where a certain 

saturation point is not present. The nonlinear trend model addresses situations where the trend in the time series 

exhibits nonlinear changes under specific conditions. These situations are referred to as changepoints or 

breakpoints. The equation for the linear trend with changepoints (Huang et al., 2022) is given as: 

𝑔(𝑡) = (𝑘 + 𝑎(𝑡)𝑇𝛿)(𝑡 − (𝑚 + 𝑎(𝑡)𝑇𝛾)).                                  (4) 

In the Eq. (4), 𝑔(𝑡) represents the time-dependent trend changepoint, 𝑘 denotes the growth rate, 𝛿 is the adjustment 

rate, 𝑚 is the offset parameter that shifts a time point to a specific time, and 𝛾 represents the trend changepoint. 

The changepoint parameter has become advantageous with the Prophet model. With the Prophet model, automatic 

changepoint selection can be computed and adjusted based on the dataset. Changepoints can be adjusted according 

to annual, monthly, or seasonal periods. The Prophet model can detect numerous changepoints that might cause 

changes in the rate. The changepoints (𝛿𝑗) are modeled using a Laplace distribution (0, 𝜏) (Van den Burg and 

Williams, 2020): 

𝛿𝑗~Laplace(0, 𝜏),      (5) 

where 𝑗 represents the changepoint at time 𝑗. The Laplace (0, 𝜏) distribution indicates the flexibility of the model 

at changepoints, where the variable has a mean of 0 and a scale parameter 𝜏. As 𝜏 approaches 0, the model becomes 

more flexible and converges to either logistic or linear behavior (Van den Burg and Williams, 2020). 

2.3 Transformers 

Recurrent Neural Networks (RNNs), including Long Short-Term Memory (LSTM) networks, are among the most 

commonly used methods for sequential modeling and transformation tasks, such as language models (Feng et al., 

2022).With the growth of data structures and the need for improved performance, transformer architectures based 

on attention mechanisms have emerged. Attention mechanisms have provided higher performance and 

parallelizability compared to RNN and LSTM models. Machine learning models often result in poor outcomes in 

cases requiring long-term dependencies and efficiency. The Transformer model, however, addresses these 

limitations through its attention mechanisms, offering a novel approach (Wu et al., 2020). 
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2.3.1 Transformer model architecture 

The Transformer model, which consists of encoder and decoder structures, transforms an input sequence of 

symbols (𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛) into a sequence of continuous symbols 𝑧 = (𝑧1, 𝑧2, 𝑧3, … , 𝑧𝑛). Using 𝑧, outputs 

(𝑦1, 𝑦2 , 𝑦3, … , 𝑦𝑚) are generated. The Transformer model uses the produced inputs as input to generate subsequent 

outputs, thus follows an autoregressive structure. The model architecture depicted in Figure (1) illustrates the 

Transformer’s encoder-decoder structure. The encoder consists of a stack of layers, each containing a multi-head 

attention mechanism followed by a feed-forward network, both wrapped with residual connections and layer 

normalization (add and norm). The input embeddings are first passed into the encoder stack. The decoder mirrors 

the encoder’s design but includes an additional masked multihead attention layer to ensure autoregressive property 

during training. The decoder receives the output embeddings and processes them through masked multihead 

attention, multihead attention with encoder outputs, and a feed-forward network, each with residual connections 

and normalization. Finally, the decoder’s output is transformed through a linear layer followed by a softmax 

activation to generate the final predictions. 

 

Figure 1. Transformer model architecture (Vaswani et al., 2017). 

 

2.3.1.1 Encoder - Decoder stacks 

Comparative neural networks, such as the Transformer model, have encoder and decoder structures. The encoder 

generates a hidden vector at each layer using the input sequence within the neural network structure. The encoder 

consists of 𝑁 = 6 identical layers, each with two sub-layers. The first sub-layer is a multi-head self-attention 

mechanism, while the second sub-layer is a position-wise fully connected feedforward network. Residual 

connections are employed around the sub-layers, followed by layer normalization. This approach facilitates the 

training of deep networks and addresses the vanishing gradient problem. With residual connections, the input data 

is directly linked to the output data. Layer normalization ensures that activations are balanced across layers and 

reduces the risk of overfitting (Zhou et al., 2021). 
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The decoder stack receives the representation vectors from the encoder and generates the output sequence. It also 

consists of 𝑁 = 6 identical layers. Unlike the encoder stack, the decoder includes a third sub-layer that implements 

multi-head attention on the encoder outputs. Additionally, the attention sub-layer in the decoder is designed to 

prevent and isolate attention to subsequent positions, ensuring that the model focuses only on previous positions. 

This mechanism is referred to as masking. Masking eliminates the influence of future positions, allowing the model 

to make predictions based solely on past data. This feature provides significant advantages in both time series and 

language models. Since the Transformer processes elements of the input sequence in parallel rather than 

sequentially, it uses positional encoding to represent each position and facilitate learning (Zhou et al., 2021). 

 

2.3.1.2 Attention mechanisms 

The attention function transforms a query vector and key-value pairs into an output vector. Each of these elements 

query, key, value, and output is a vector. The function calculates weights by determining the compatibility between 

the query and the key, aligning and weighting the query and key vectors accordingly. 

Attention mechanisms are fundamental to the Transformer model. The attention function aligns a query with a 

key-value pair to generate an output. This output vector is computed as a weighted average of the value vectors, 

allowing the model to learn which value vectors are more significant and contribute more to the output, thereby 

facilitating information transfer (Mohammadi Farsani and Pazouki, 2020). 

 

2.3.1.3 Positional encoding 

In the Transformer model, since each token or input is processed in a nonsequential manner, its position within 

the sequence is represented using positional encoding, which allows the model to incorporate this positional 

information (Van den Burg and Williams, 2020). 

 

3. Conclusion  

Time series forecasting is a methodology used to predict future trends. Time series forecasting models, which are 

employed across various domains, often incorporate multiple external variables for prediction. In addition to 

traditional methods, performance evaluations are conducted using machine learning and deep learning models. 

Some of these methods, as discussed in this study, include the Prophet model and the Transformer model. 

The Prophet model provides rapid, high-performance forecasts by capturing various effects such as seasonality, 

trends, holiday effects, weather conditions, and lag variables, and by incorporating external factors. The 

Transformer model leverages attention mechanisms to capture long-term temporal dependencies, facilitating 

learning. Integrating external variables into the Transformer model can yield highly accurate predictions. In 

conclusion, the Prophet and Transformer models offer advantages in speed and interpretability compared to 

traditional methods in time series forecasting. Transformer models provide detailed pattern recognition 

capabilities, which are beneficial for large datasets, compared to Prophet models.  

This study aims to achieve high-accuracy performance, incorporating seasonal, trend, and tail variables obtained 

from the Prophet model into the Transformer model. This hybrid combination of the two models can significantly 

enhance time series forecasting performance. Here are the key benefits and outcomes of this integration: 

1. The proposed integration helps to improve accuracy. The seasonal, trend, and holiday variables from the Prophet 

model provide rich contextual information that can help the Transformer model make more accurate predictions. 

This additional data allows the Transformer to better understand underlying patterns and anomalies in the time 

series data. 

2. The Transformer model, known for its attention mechanisms, can effectively leverage the detailed patterns 

captured by the Prophet model. This synergy enables the Transformer to capture long-term dependencies and 

complex temporal relationships more efficiently. And this brings enhancement to the learning process. 

3. By integrating the Prophet model’s endogenous variables, the Transformer model can generalize better across 

different time series datasets, which means better generalization. This is because the Prophet model is excellent at 

capturing domain-specific effects like seasonality and holidays, which are crucial for making accurate predictions. 



 
 

Citation / Atıf: YILMAZ S., YALAZ S., ÇALIK S. (2025). Time Serıes Forecasting Transformer and Prophet Model. İstatistik Araştırma 

Dergisi, 15 (1), 9-16. 

15 

4. The additional variables from the Prophet model can help mitigate overfitting in the Transformer model. By 

providing more informative features, the model is less likely to rely on outlier in the data, leading to more robust 

predictions. 

5. While the Transformer model is powerful, it can be computationally intensive. The Prophet model’s ability to 

rapidly preprocess and capture essential time series components allows the Transformer model to focus on refining 

its predictions, thus improving both speed and interpretability. 

6. The combination of the Prophet model’s ability to handle various effects (seasonality, trends, holidays, lag 

variables, additional and multiplication variables) with the Transformer’s capability to model complex temporal 

dependencies creates a comprehensive approach to time series forecasting. This holistic view can lead to superior 

performance compared to using either model independently. 

In summary, a hybrid model will be achieved by combining the Prophet model and Transformer models. The 

Prophet model will be used to generate numerous endogenous and exogenous temporal, holiday, lagged, additive, 

and multiplicative variables for the dataset. The error associated with each variable will be assessed. Subsequently, 

these variables will be incorporated into Transformer models, which can effectively handle each variable using 

the attention mechanism and resolve complex dependencies. This approach aims to leverage the strengths of both 

models to enhance the overall forecasting performance. 
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