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ABSTRACT
Aims: Celiac disease is a significant autoimmune disorder that affects a substantial portion of the population, necessitating 
accurate and reliable information for effective management. Despite its importance, there are currently no studies assessing 
the performance of Artificial Intelligence (AI) language models, such as ChatGPT, in providing information on this condition. 
This study aims to evaluates the reliability and usefulness of ChatGPT's responses to frequently asked questions regarding celiac 
disease, thereby filling a critical gap in understanding the capabilities of AI in this important healthcare context.
Methods: A total of 20 questions (10 for patients/caregivers and 10 for healthcare professionals) were prepared based on the 
most frequently searched queries about celiac disease using Google Trends. Responses generated by ChatGPT and scored by 
two independent Likert raters.
Results: The analysis revealed strong inter-rater reliability, with Cronbach’s alpha values of α=0.839 for reliability and α=0.753 for 
usefulness, indicating robust agreement between raters. Notably, the highest reliability and usefulness scores for the patient and 
caregiver group were associated with questions on symptoms, the celiac disease diet, and gluten-free products. For the healthcare 
professionals group, key topics included diagnosis, pathological classification, and celiac disease comorbidities. Importantly, no 
significant differences were found between raters in the evaluation of reliability (p=0.939) and usefulness (p=0.102). 
Conclusion: This study demonstrates that AI-based language models like ChatGPT can serve as reliable and useful resources 
for both patients and healthcare professionals seeking information about celiac disease. While the model excelled in addressing 
commonly discussed topics, it revealed limitations in handling complex issues, emphasizing the need for ongoing refinement of 
AI tools. These findings support the integration of AI in healthcare communication, highlighting its potential to enhance access 
to crucial health information while underscoring the importance of continual improvement to meet diverse user needs.
Keywords: Celiac disease, chatGBT, artificial intelligence 

INTRODUCTION
Celiac disease (CD) is a chronic autoimmune disorder 
triggered by the consumption of gluten-containing foods, 
leading to damage in the small intestine. There has been 
a significant increase in the incidence of CD over the last 
50 years. This increase is due to the detection of more new 
cases as a result of improved diagnostic tools and widespread 
screening of people at high risk. However, the vast majority of 
patients with CD remain undetected worldwide.1 In Western 
countries, the prevalence of CD is approximately 0.6% when 
confirmed histologically and about 1% based on serological 
screening of the general population.2 The primary treatment 
for this condition is the lifelong adherence to a strict gluten-
free diet. Gluten, a protein found in wheat, barley and rye, 
damages the villi in the small intestine of people with CD, 
affecting the absorption of nutrients.3 Strict compliance 

with a gluten-free diet is essential for alleviating symptoms 
and preventing long-term complications associated with 
the disease.4 However, managing a gluten-free diet can be 
challenging, particularly in terms of daily food choices. It is 
crucial that both celiac patients and healthcare professionals 
have access to accurate and reliable information regarding 
CD.

In recent years, advancements in artificial intelligence (AI) 
technologies, such as natural language processing (NLP) 
and machine learning, have revolutionized access to health 
information.5 AI-based tools have the potential to support 
healthcare by providing rapid and personalized information 
to both patients and professionals.6 Various chatbots, such as 
Woebot, Your.MD, HealthTap, Cancer Chatbot, VitaminBot, 
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Babylon Health, Safedrugbot, and Ada Health, are being 
utilized for a range of functions in the healthcare industry.7

Chat Generative Pre-trained Transformer (ChatGPT), 
developed by OpenAI and released in November 2022, is one of 
the most advanced examples of large language models (LLMs). 
As a large language model, ChatGPT can provide human-
like responses based on vast amounts of learned data from 
various sources.8 However, the effectiveness and reliability of 
AI-based tools, especially in the context of providing medical 
information, remain areas of active research.9 

In the field of gastroenterology, many studies investigating 
the reliability of ChatGPT for many diseases have been 
published.10,11 According to our research, we did not find any 
study in the literature measuring the reliability and usefulness 
of ChatGPT in CD disease. 

In this study, we aimed to evaluate the reliability and 
usefulness of ChatGPT in relation to CD, a significant chronic 
illness expected to gain even more importance. Through this 
research, we sought to shed light on whether ChatGPT is a 
reliable resource from the perspectives of both patients and 
healthcare professionals.

METHODS
The study adhered to the ethical standards outlined in the 
Helsinki Declaration and complied with national regulations 
in the respective field. Ethics committee approval was not 
required as the study did not involve the use of human or 
animal data.

For this study, we focused on CD and identified specific 
questions relevant to the condition. A total of 20 questions 
were selected, with the first 10 based on Google Trends 
searches to capture the most common questions from patients. 
The remaining 10 questions were developed according to the 
latest guidelines1,12 for healthcare professionals. Separate 
Google Trends searches were conducted on 26 August 2024 
to identify the top search terms related to CD. Search trends 
for relevant terms were analysed based on global data from 
2004 to the present within the Health sub-category. In the 
results, the "most relevant" option was selected from the 
"relevant questions" section. This analysis revealed the most 
frequently searched keywords on Google for CD. Repetitive 
keywords with similar meanings were filtered out. Based on 
these keywords, questions were formulated covering various 
aspects of the disease, including its characteristics, causes, 
symptoms, treatment options and dietary considerations. The 
next ten questions were intended for healthcare professionals. 
These questions were developed by two gastroenterologists. 

The questions were entered into the prompt section of the 
ChatGPT AI chatbot. As the conversation progressed, different 
users rephrased the next question in separate sessions. This 
method was employed to ensure that the response to each 
question was not influenced by previous questions or answers. 
Each response was recorded in a separate file. The answers 
provided by ChatGPT-4 were sourced from the premium 
version available on 14 March 2023.

Each chatbot was rated on a scale of 1-7 (1 being the lowest, 
7 being the highest) in two categories for reliability and 
usefulness.13 These scales are presented in our study with a 
slight modification in Table 1, 2. All responses were assessed 
by two independent gastroenterology experts who were 
blinded to each other's responses to avoid potential bias.

Statistical Analysis
The statistical analyses were performed using Statistical 
Package for the Social Sciences  (SPSS 25.0 for Windows; 
IBM, Armonk, NY, USA) software package. The inter-rater 
compliance was assessed with Cronbach α and 95% confidence 
intervals (CI). According to intraclass correlation coefficient 
results, positive values ranging from 0 to 0.2 indicate poor 
agreement; 0.2 to 0.4 indicate fair agreement; 0.4 to 0.6 indicate 
moderate agreement; 0.6 to 0.8 indicate good agreement; and 
0.8 to 1 indicate very good agreement. The variables were 
evaluated using the Shapiro-Wilk test to determine whether 
or not they exhibited a normal distribution. In descriptive 
statistics, the data were expressed as mean±standard 

Table 1. Reliability score

1. Completely unsafe: None of the information provided can be verified 
from medical sources or contains inaccurate and incomplete information.

2. Very unsafe: Most of the information cannot be verified from medical 
sources or are partially correct but contains important incorrect or 
incomplete information.

3. Relatively reliable: The majority of the information provided are verified 
from medical scientific sources, but there are some important incorrect or 
incomplete information.

4. Reliable: Most of the information provided are verified from medical 
scientific sources, but there are some minor inaccurate or incomplete 
information.

5. Relatively very reliable: Most of the information provided are verified 
from medical scientific sources, and there is very little incorrect or 
incomplete information.

6. Very reliable: Most of the information provided are verified from 
medical scientific sources, and there is almost no inaccurate or incomplete 
information.

7. Absolutely reliable : All of the information provided are verified from 
medical scientific sources, and there is no inaccurate or incomplete 
information or missing information.

Table 2. Usefulness score

1. Not useful at all: Unintelligible language, contradictory information, and 
missing important information. Not useful for users.

2. Very little useful: Partly clear language is used. Some important 
information are missing or incorrect. For users, limited use is possible.

3. Relatively useful: Clear language is used. Most important information 
are mentioned, but some important information are incomplete or 
incorrect. Useful for users.

4. Partly useful: Clear language is used. Some important information 
are missing or incorrect, but most important information are addressed. 
Somewhat useful for users.

5. Moderately useful: Clear language is used and most important 
information are covered, but some important information are still 
incomplete or incorrect. Useful for users.

6. Very useful: Clear language is used. All important information are 
mentioned, but some unimportant information or details are also 
mentioned. Very useful for users.

7. Extremely useful: Clear language is used and all important information 
are mentioned. Extremely useful to users, and additional information and 
resources are also provided.
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deviation (SD). Independent t test was used to compare two 
groups difference and statistically significant difference 
among the groups was performed by analysis of variance test. 
The significance level for this study was set at p&lt;0.05.

RESULTS
In total, 20 different questions were presented to the OpenAI 
chatbot. The first ten questions were for CD patients and carers 
and the next ten questions were highly specific for medical 
professionals in terms of CD. The supplementary material of 
the study contains a comprehensive list of all questions and 
their corresponding answers.

We had two experts evaluate the responses given by ChatGPT 
on CD. The results of the evaluation for questions related to 
reliability and usefulness are shown in Table 3, 4 respectively.

Inter-rater Cronbach α values for reliability and usefulness 
total scores between raters showed good and very good 
agreement (α=0.839 and α=0.753, respectively). 

The question topics were rated using Likert scores ranging 
from 3 to 7.

In terms of topics, the highest reliability score for patient and 
caregiver group was for both raters: point 6 (rater 1: symptoms, 
CD diet,gluten free products, vitamin and suplements, 
alcohol consumption ; rater 2: symptoms, CD diet, treatment, 
safe snacks, gluten free products, vitamin and suplements, 
alcohol consumption) and the highest reliability score for 
proffesionals group was for rater 1: point 6 and was for rater 

2: point 5 ( rater 1: diagnose ; rater: 2: diagnose, pathological 
classification, pregnancy, genetic alleles, CD and IBS ).   The 
highest usefullness score for patient and caregiver group was 
for both raters: point 7 (rater 1: symptoms, CD diet,gluten free 
products, vitamin and suplements; rater 2: symptoms) and the 
highest usefullness score for proffesionals group was for both 
raters point 6 (rater 1: diagnose, pathological classification, 
pregnancy, genetic alleles, CD and IBS; rater: 2: diagnose, 
pregnancy, complications, treatments, CD and IBS).

In terms of topics, the lowest reliability score for patient and 
caregiver group was for both raters point 5 (rater 1: what’s 
CD?, causes, treatment, safe snacks, exercise and lifestyle 
; rater 2: what’s CD?, causes, exercise and lifestyle ) and the 
lowest reliability score for proffesionals group was for both 
raters point 4 ( rater 1: association with other diseases, CD 
and IBS, CD and drugs, CD and lactose intolerance ; rater: 
2: association with other diseases, complications, treatments, 
CD and drugs, CD and lactose intolerance ). The lowest 
usefullness score for patient and caregiver group was for 
rater 1 point 6 was for rater 2 point 5 (rater 1: what’s CD?, 
causes, treatment, safe snacks, exercise and lifestyle, alcohol 
consumption ; rater 2: causes, treatment) and the lowest 
usefullness score for proffesionals group was for rater 1 point 5 
was for rater 2 point 4 (rater 1: association with other diseases, 
complications, CD and drugs, CD and lactose intolerance ; 
rater: 2: CD and lactose intolerance).  

The total scores of the topics and their evaluation by 
each rater are shown in Table 5 and Figure. There was 

Table 3. Distribution, comparison, and agreement of inter-rater reliability 
scores

    Rater#1 Rater#2 Cronbach's α (95% 
CI lower-upper)

1. What’s CD? 5 5

0.789 (0.152-0.948)

2. Causes 5 5

3. Symptoms 6 6

4. CD diet 6 6

5. Treatment 5 6

6. Safe snacks 5 6

7. Gluten free products 6 6

8. Exercise and lifestyle 5 5

9. Vitamin and suplements 6 6

10. Alcohol consumption 6 6

11. Diagnose 6 5

0.625 (0.510-0.907)

12. Pathological classification 5 5

13. Association with other 
diseases 4 4

14. Pregnancy 5 5

15. Complications 5 4

16. Genetic alleles 5 5

17. Treatments 5 4

18. CD and IBS 4 5

19. CD and drugs 4 4

20. CD and lactose 
intolerance 4 4

CI: Confidence intervals, CD: Celiac disease, IBS: Irrıtable Bowel syndrome

Table 4. Distribution, comparison, and agreement of inter-rater usefulness 
scores

    Rater#1 Rater#2 Cronbach's α (95% 
CI lower-upper)

1. What’s CD? 6 6

0.691 (0.243-0.923)

2. Causes 6 5

3. Symptoms 7 7

4. CD diet 7 6

5. Treatment 6 5

6. Safe snacks 6 6

7. Gluten free products 7 6

8. Exercise and lifestyle 6 6

9. Vitamin and suplements 7 6

10. Alcohol consumption 6 6

11. Diagnose 6 6

0.640 (0.449-0.911)

12. Pathological classification 6 5

13. Association with other 
diseases 5 5

14. Pregnancy 6 6

15. Complications 5 6

16. Genetic alleles 6 5

17. Treatments 6 6

18. CD and IBS 6 6

19. CD and drugs 5 5

20. CD and lactose 
intolerance 5 4

CI: Confidence intervals, CD: Celiac disease, IBS: Irrıtable Bowel syndrome
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no significant difference between the reliability (rater#1 
mean:5.10±0.71, rater#2 mean:5.10±0.78) and usefulness 
(rater#1 mean:6.0±0.64, rater#2 mean:5.65±0.67) total scores 
of both raters (p=0.939 and p=0.102, respectively).

DISCUSSION
This study evaluated the reliability and usefulness of responses 
provided by an AI-based language model, ChatGPT, to 
common questions about CD posed by two distinct groups: 
patients and caregivers, and healthcare professionals. The 
results demonstrate that ChatGPT’s responses were rated with 
high inter-rater reliability and usefulness, as evidenced by 
Cronbach’s alpha values of 0.839 for reliability and 0.753 for 
usefulness. These findings indicate a good to very good level 
of agreement between raters, confirming that the AI model 
consistently provided information that was both accurate and 
relevant.

Reliability and Usefulness of Responses
The analysis showed that the highest reliability and usefulness 
scores for the patient and caregiver group were consistently 
awarded for responses addressing common topics such as 
symptoms, the CD diet, gluten-free products, and the role 
of vitamins and supplements. This is an indication that 
ChatGPT was effective in addressing topics that are frequently 
discussed in public health resources and are central to patient 
education.4,14 In contrast, the lowest reliability scores were 
observed for more general questions, such as "What is CD?" 
and questions about causes and lifestyle, reflecting potential 
gaps in how the AI model synthesizes more foundational or 

lifestyle-related information. This is consistent with previous 
studies highlighting AI models’ variable performance when 
addressing nuanced or highly specialized information.15

For the healthcare professionals group, the highest reliability 
scores were seen in responses related to diagnostic processes, 
pathological classification, and the interplay between CD 
and other gastrointestinal conditions, such as irritable bowel 
syndrome (IBS). This underscores ChatGPT’s strength in 
addressing medically technical content, likely because such 
topics are well-documented and discussed in the medical 
literature.16 However, reliability and usefulness dropped 
when the topics involved complex, multi-faceted issues, such 
as the association between CD and other diseases or lactose 
intolerance. This trend might reflect the inherent limitations 
of current AI models in dealing with interdisciplinary or 
comorbid conditions, which often require a more integrative 
understanding of disease pathophysiology.17

Inter-Rater Consistency
The absence of a significant difference between raters regarding 
both reliability and usefulness (p=0.939 and p=0.102, 
respectively) suggests that the AI model’s performance was 
consistent across evaluators with different expertise. This 
finding is important, as it indicates that the content generated 
by ChatGPT is perceived similarly by healthcare professionals, 
regardless of individual biases or interpretative differences. 
High Cronbach alpha values further reinforce the robustness 
of these assessments, aligning with previous studies on the 
reliability of AI-generated content in healthcare settings.18,19

Limitations and Future Directions
Despite the promising results, several limitations should be 
acknowledged. Firstly, while the AI model performed well 
on well-defined and frequently discussed topics, it showed 
limitations in providing comprehensive answers to more 
complex questions, particularly those involving comorbidities 
or nuanced lifestyle modifications. Future versions of AI 
tools may benefit from incorporating more diverse training 
datasets that include interdisciplinary research and guidelines 
for managing chronic diseases like CD with associated 
conditions.

Moreover, this study focused on the evaluation of AI responses 
in the context of CD, a specific and relatively well-documented 
condition. Generalizability to other chronic diseases remains 
to be studied. Future research should also examine the impact 
of AI-generated information on patient outcomes, including 
how well patients adhere to medical advice received from such 
tools.

In addition to these limitations, it is important to highlight 
the ethical considerations associated with the use of AI in 
healthcare settings. Issues such as accountability for incorrect 
or harmful advice, the protection of patient privacy, and 
the necessity for informed consent regarding the use of AI-
generated content remain areas of ongoing debate. The absence 
of clear legal frameworks regulating the medical application 
of AI systems raises questions about liability, particularly in 
scenarios where AI-generated suggestions may contribute 
to adverse patient outcomes. Given these uncertainties, 

Table 5. Comparison of the reliability and usefulnes total scores of resources 
according to patients and professonals

  For patients For professionals p

Rater #1      

Reliability 5.50±0.52 4.70±0.67 0.008

Usefulness 6.40±0.51 5.60±0.51 0.003

Rater #2      

Reliability 5.70±0.48 4.50±0.52 0.001

Usefulness 5.90±0.56 5.40±0.69 0.049

Reliability p 0.388 0.470    

Usefulness p 0.054 0.476  
*Mean±standard deviation, independent t test

Figure. Total reliability and usefullness scores and scores according to 
patients, professionals and raters distribution
R: Reliability, U: Usefullness, Prof: Professionals
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AI-based tools like ChatGPT should be viewed strictly as 
supportive educational resources rather than replacements 
for professional medical judgment.

Furthermore, while AI models can efficiently synthesize 
well-documented medical knowledge, their use should 
always be supervised by qualified healthcare professionals, 
especially when clinical decision-making is involved. Without 
appropriate oversight, there is a risk that users—whether 
patients or providers—might misinterpret AI outputs as 
authoritative medical advice, which could inadvertently affect 
treatment decisions or health behaviors. These considerations 
emphasize the need for cautious integration of AI technologies 
into healthcare, ensuring that their implementation remains 
ethically sound and clinically responsible.

CONCLUSION
This study provides valuable insights into the potential of AI-
based tools, such as ChatGPT, to serve as reliable and useful 
resources for both patients and healthcare professionals in the 
context of CD. While AI models are still evolving, they hold 
significant promise in enhancing access to health information, 
especially when used to complement traditional healthcare 
resources. Continued research is necessary to refine these 
systems and ensure they meet the evolving needs of patients 
and healthcare providers alike.
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