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Abstract
In this article we are interested in the study of bifurcation solutions of non-linear fourth order differential
equation by using local method of Lyapunov -Schmidt. The reduced equation corresponding to the
non-linear fourth order differential equation is given by a nonlinear system of two algebraic equations.
The classification of the solutions (equilibrium points) of this system has been discussed.
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1. Introduction
Many of the nonlinear problems that appear in Mathematics and Physics can be written in the operator equation

form

F (x, λ) = b, x ∈ O ⊂ X, b ∈ Y, λ ∈ Rn (1.1)

where F is a smooth Fredholm map of index zero and X , Y are Banach spaces and O is open subset of X . For
these problems, the method of reduction to finite dimensional equation,

θ(ξ, λ) = β̃, ξ ∈ M̃, β̃ ∈ Ñ . (1.2)

can be used, where M̃ and Ñ are smooth finite dimensional manifolds. A passage from (1.1) into (1.2) (variant
local scheme of Lyapunov -Schmidt) with the conditions that equation (1.2) has all the topological and analytical
properties of (1.1) (multiplicity, bifurcation diagram, etc) can be found in [11-14]. Vainberg [11], Loginov [3] and
Sapronov [13,14] are dealing with equation (1.1) into equation (1.2) by using local method of Lyapunov -Schmidt
with the conditions that, equation (1.2) has all the topological and analytical properties of equation (1.1) ( multiplicity,
bifurcation diagram, etc). The non-linear fourth order ordinary differential equation can be written in the following
general form

d4w

dx4
+ α

d2w

dx2
+ βw + g(λ, w̃) = 0, (1.3)

w̃ = (w,w
/

, w
//

, w
///

, w
////

).

where α, β are parameters and g(λ, w̃) is the nonlinear part. There are many studies of non-linear fourth order
ordinary differential equations in different ways. In [4] Thompson and Stewart showed numerically the existence of
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periodic solutions of equation (1.3) for some values of parameters. Bardin and Furta in [1] used the local method of
Lyapunov-Schmidt and found the sufficient conditions of existence of periodic waves of equation (1.3), also they
are introduced the solutions of equation (1.3) in the form of power series. Sapronov Yu.I [13-14] applied the local
method of Lyapunov-Schmidt and found the bifurcation solutions of equation (1.3). Abdul Hussain [5-8] applied
the local method of Lyapunov-Schmidt and studied equation (1.3) with different nonlinear parts. He discussed
the bifurcation solutions of the reduced equation corresponding to the equation (1.3). In [9-10] Abdul Hussain
used the modify Lyapunov-Schmidt method to study equation (1.3) by finding the nonlinear Ritz approximation
correspondence to the equation (1.3).

In this paper we used the local method of Lyapunov-Schmidt to study the bifurcation solutions of boundary
value problem,

d4w

dx4
+ α

d2w

dx2
+ βw + ww

//

+ (w
/

)2 = 0, (1.4)

w(0) = w(1) = w
//

(0) = w
//

(1) = 0.

2. Reduction to Bifurcation Equation.

The following theorem and definition are important in our work:
Theorem 2.1 Suppose X and Y are real Banach spaces F (x, λ) and is a C1 map defined in a neighborhood

U of a point (x0, λ0) with range in Y such that F (x0, λ0) = 0 and Fx(x0, λ0) is a linear Fredholm operator. Then
all solutions (x, λ) of F (x, λ) = 0 near (x0, λ0) (with λ fixed) are in one-to-one correspondence with the solu-
tions of a finite-dimensional system of N1 real equations in a finite number N0 of real variables. Furthermore,
N0 = dim(ker(L)) and N1 = dim(coker(L)), (L = Fx(x0, λ0)).

Definition 2.1 The Discriminate set Σ of equation (1.1) is defined to be the union of all λ = λ̄ for which the
equation (1.1) has degenerate solution x̄ ∈ O:

F (x̄, λ̄) = b, codim
(
Im

∂F

∂x
(x̄, λ̄)

)
> 0.

where, Im- is the image of the operator ∂F
∂x (x̄, λ̄).

To the study problem(1.4) it is convenient to set the ODE in the form of operator equation, that is;

F (w, λ) =
d4w

dx4
+α

d2w

dx2
+βw+ww

//

+(w
/

)2 (2.1)

Where F : E → M is nonlinear Fredholm map of index zero from Banach space E to Banach space M , E =
C4([0, 1], R) is the space of all continuous functions that have derivative of order at most four, M = C0([0, 1], R) is
the space of all continuous functions and w = w(x), x ∈ [0, 1], λ = (α, β). In this case, the bifurcation solutions of
equation (2.1) is equivalent to the bifurcation solutions of operator equation

F (w, λ) = 0, (2.2)

It is well known that by finite dimensional reduction theorem (1) the solutions of problem (1.4) is equivalent to the
solutions of finite dimensional system with 2 = dim(kerFw(0, λ)) variables and 2 = dim(cokerFw(0, λ)) equations,
so we will find this system and then we analyze the results to study the bifurcation solutions of problem (1.4). The
first step in this reduction is to determines the linearized equation corresponding to the equation (2.2), which is
given by the following equation,

Ah = 0, h ∈ E,

A =
∂F

∂w
(0, λ) =

d4

dx4
+ α

d2

dx2
+ β, x ∈ [0, 1],

h(0) = h(1) = h
//

(0) = h
//

(1) = 0
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The solution of linearized equation which is satisfied the boundary conditions is given by,

ep = cp sin(pπx), p = 1, 2, 3, ...

and the characteristic equation corresponding to this solution is,

p4π4 − αp2π2 + β = 0

This equation gives in the αβ -plane characteristic lines lp. The characteristic lines lp consist the points (α, β) in
which the linearized equation has non-zero solutions. The point of intersection of characteristic lines in the αβ-plane
is a bifurcation point [14]. So for equation (2.2) the point (α, β) = (5π2, 4π4) is a bifurcation point. Localized
parameters α, β as follows,

α = 5π2 + δ1, β = 4π4 + δ2, δ1, δ2 are small parameters.

lead to bifurcation along the modes

e1(x) = c1sin(πx), e2(x) = c2sin(2πx)

where ‖ e1 ‖H=‖ e2 ‖H= 1 and c1 = c2 =
√

2, (H is a Hilbert spaceL2([0, 1], R)). LetN = ker(A) = span{e1, e2},
then the space E can be decomposed in direct sum of two subspaces, N and the orthogonal complement to N ,

E = N ⊕N⊥, N⊥ = {v ∈ E : v⊥N}.

Similarly, the space M can be decomposed in direct sum of two subspaces, N and the orthogonal complement to N ,

M = N ⊕ Ñ⊥, Ñ⊥ = {v ∈M : v⊥N}.

There exist two projections P : E → N and I − P : E → N⊥ such that Pw = u , (I − P )w = v and hence every
vector w ∈ E can be written in the form of

w = u+ v, u =

2∑
i=1

ξi ei ∈ N, v ∈ N⊥, ξi =
〈
w , ei

〉
H .

Similarly, there exists projections Q : M → N and I −Q : M → Ñ⊥ such that

QF (w, λ) = F1(w, λ),

(I −Q)F (w, λ) = F2(w, λ),

and hence,
F (w, λ) = F1(w, λ) + F2(w, λ),

F1(w, λ) =

2∑
i=1

vi(w, λ) ei ∈ N, F2(w, λ) ∈ Ñ⊥,

vi(w, λ) =
〈
F (w, λ), ei

〉
H .

Accordingly, equation (2.2) can be written in the form of

QF (w, λ) = 0,

(I −Q)F (w, λ) = 0

or ,
QF (u+ v, λ) = 0,

(I −Q)F (u+ v, λ) = 0

By implicit function theorem, there exists a smooth map Φ : N → N⊥ (depending on λ ), such that,Φ(u, λ) = v and

(I −Q)F (u+ Φ(u, λ), λ) = 0
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To find the solutions of the equation F (w, λ) = 0 in the neighbourhood of the point w = 0 it is sufficient to find the
solutions of the equation,

QF (u+Φ(u, λ), λ) = 0 (2.3)

Equation (2.3) is called bifurcation equation of the equation (2.2). Hence we have the bifurcation equation in the
form of

Θ(ξ, λ) = 0, ξ = (ξ1, ξ2), λ = (α, β).

where,
Θ(ξ, λ) = F1(u+ Φ(u, λ), λ)

Equation (2.2) can be written in the form of

F (u+ v, λ) = A(u+ v) + T (u+ v)

= Au+ uu
//

+ (u
/

)2 + ...

where, T (u+ v) = (u+ v)(u+ v)
//

+ ((u+ v)
/

)2 and the dots denote the terms consists the element v. Since,

Θ(ξ, λ) = F1(u+v, λ) = 0. (2.4)

we get from equation (2.4)

2∑
i=1

〈
Au+uu

//

+(u
/

)2, ei

〉
H ei+... = 0 (2.5)

After some calculations of equation (2.5) and by using the property Ae1 = α1(λ)e1, Ae2 = α2(λ)e2 we have the
following result,

(A1ξ
2
1 +A2ξ

2
2 +A3ξ1)e1 +(B1ξ1ξ2 +B2ξ2)e2 = 0. (2.6)

where,

A1 = −4
√

2π

3
, A2 = −16

√
2π

15
, A3 = λ1 = α1(λ)

B1 = −128
√

2π

15
, B2 = λ2 = α2(λ)

α1(λ), α2(λ) are smooth functions and 〈
g(x), h(x)

〉
H =

∫ 1

0

g(x)h(x)dx

Equation (2.6) can be written in the form of

A1ξ
2
1 +A2ξ

2
2 +A3ξ1 = 0,

B1ξ1ξ2 +B2ξ2 = 0. (2.7)

It is easy to see that system (2.7) is equivalent to the following system

−ξ21 − ξ22 − q1ξ1 = 0,

−2ξ1ξ2 − q2ξ2 = 0. (2.8)

where q1 and q2 are real parameters. From the above results we conclude the following theorem,

Theorem 2.2 The bifurcation equation

Θ(ξ, λ) = F1(u+ Φ(u, λ), λ) = 0
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corresponding to the equation (2.2) have the following form,

Θ(ξ, λ̃) =

(
−ξ21 − ξ22 − q1ξ1
−2ξ1ξ2 − q2ξ2

)
+ o(| ξ |2) +O(| ξ |2)O(δ) = 0. (2.9)

where, ξ = (ξ1, ξ2), (q1, q2) = λ̃ ∈ R2, δ = (δ1, δ2).

We note that system (2.8) is contact equivalence to the system (2.9). From theorem (2.1) the solutions of equation
(2.2) are in one-to-one correspondence with the solutions of system (2.8). Also, system (2.8) has all the topological
and analytical properties of equation (2.2). Thus to study the bifurcation solutions of equation (2.2) it is sufficient to
study the bifurcation solutions of system (2.8).

3. Bifurcation Analysis of system (2.8)

From section (2) we have that the point a ∈ E is a solution of equation (2.2) if and only if

a =

2∑
i=1

η̄iei + Φ(η̄, λ̄).

where, η̄ is a solution of system (2.8) and the discriminant set of equation (2.2) is equivalent to the discriminant
set of system (2.8). It is noted that the solutions of system (2.8) can be classified as an equilibrium points of the
dynamical system

ξ̇1 = −ξ21 − ξ22 − q1ξ1,

ξ̇2 = −2ξ1ξ2 − q2ξ2. (3.1)

so that the behavior of system (2.8) near the regular solutions is similar to the behavior of the dynamical system (3.1
) near the equilibrium points. The system (3.1) is a gradient vector field

ξ̇1 = − ∂V
∂ξ1

, ξ̇2 = − ∂V
∂ξ2

,

V (ξ1, ξ2, λ̃) =
ξ31
3

+ ξ1ξ
2
2 +

q1
2
ξ21 +

q2
2
ξ22 . (3.2)

The solutions (equilibrium points) of the system (3.1) are

p1 = (0, 0), p2 = (−q1, 0), p3,4 = (−q2
2
,±1

2

√
2q1q2 − q22).

These solutions are degenerate on the lines q1 = 0, q2 = 0 and q2 = 2q1. It follows that the Discriminant set Σ of
equations (2.8) in the space of parameters (q1, q2) is given by the equation

q1q2(2q1 − q2) = 0.

The remaining solutions (equilibrium points) of system (3.1) not lies on the lines q1 = 0, q2 = 0 and q2 = 2q1 are
nondegenerate.

Since, u =
∑2

i=1 ξi ei we get from theorem (2.1) the solution p1 = (0, 0) correspondence to the solution u1 = 0, the
solution p2 = (−q1, 0) correspondence to the solution u2 = −q1e1 and the solutions p3,4 = (− q2

2 ,±
1
2

√
2q1q2 − q22)

correspondence to the solutions u3,4 = − q2
2 e1 ±

1
2

√
2q1q2 − q22 e2. Let

R1 = {(q1, q2) : q2 > 2q1 > 0}, R2 = {(q1, q2) : 2q1 > q2 > 0},

R3 = {(q1, q2) : 2q1 > 0 > q2}, R4 = {(q1, q2) : q2 < 2q1 < 0},

R5 = {(q1, q2) : 2q1 < q2 < 0}, R6 = {(q1, q2) : q2 > 0 > 2q1}.

then we can classify the equilibrium points of system (3.1) as follows:
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1. The point p1 = (0, 0): At this point the eigenvalues of the jacobian matrix of system (3.1) are −q1 and −q2. It
follows that the point p1 is a stable (sink) in the sets R1 and R2. In the sets R4 and R5 is unstable (source). In the
sets R3 and R6 is unstable (saddle).

2. The point p2 = (−q1, 0): At this point the eigenvalues of the jacobian matrix of system (3.1) are q1 and 2q1− q2.
It follows that the point p2 is unstable (saddle) in the sets R1, R4. In the regions R5 and R6 is a stable (sink). In the
sets R2 and R3 is unstable (source).

3. The points p3,4 = (− q2
2 ,±

1
2

√
2q1q2 − q22): At these points the eigenvalues of the jacobian matrix of system

(3.1) are q2
2 −

q1
2 ±

√
4
2 , 4 = −3q2

2 + 6q1q2 + q1
2. The points p3,4 are real only in the sets R2 and R5, so we will

determine the type of these points in these sets. Since the determinant of the jacobian matrix of system (3.1) at
these points is q2(q2 − 2q1), it follows that from the definitions of the sets R2 and R5 the value of the determinant is
negative and the value of4 is positive this implies that the points p3,4 are unstable (saddle) in both sets.

Figure 1. The bifurcation set of system (3.1).

Figure 2. The level curves of the function (3.2) in the sets R1 (left) and R2 (right).
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Figure 3. The level curves of the function (3.2) in the sets R3 (left) and R4 (right).

Figure 4. The level curves of the function (3.2) in the sets R5 (left) and R6 (right).
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