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 ABSTRACT 

Artificial Intelligence (AI) technologies are being applied commonly in all aspects of life. Education is one of the 

leading areas in this respect. AI applications offer significant opportunities for students, educators and education 

administrators. Students can benefit from these technologies for individualized education and addressing their 

deficiencies. A similar situation applies to educators. However, students are the most vulnerable group to the 

current and long-term risks posed by these technologies. While students fulfill a significant part of their 

responsibilities through the opportunities provided by AI technologies, they face two options: succeeding through 

ethical violations or addressing their deficiencies ethically. Students lacking AI ethical literacy often choose the 

first option, masking their failures and getting involved in ethical violations that will bring heavy burdens in the 

long run. This study discusses the benefits offered by AI technologies in education and the problems they cause 

in the context of measurement and evaluation. AI will have an important place in the measurement and evaluation 

as an auxiliary tool in producing texts, creating questions using the produced texts, scoring open-ended exams, 

solving problems and creating research reports in accordance with ethical rules. It is highlighted that developing 

AI technologies in education with a participatory approach involving all educational stakeholders and 

continuously monitoring potential risks during the implementation phase are crucial for establishing a responsible 

AI culture in education. Finally, considering the dramatic pace of developments in AI, the importance of 

dynamically updating the measures against ethical violations at the same pace is emphasized. 
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Introduction 

Artificial intelligence (AI) technologies are among the most significant technological 

disruptions in history, their capacity and effects have not been fully evaluated yet. Specifically, AI 

applications, which began to emerge in fields such as education, healthcare, and finance in the 

1970s, have gained significant momentum over the past decade, elevating this technological 

disruption to a new phase compared to previous technological transformations (Acemoglu & 

Restrepo, 2018; Frank et al., 2019; İlikhan et al., 2024; Ozer, 2024; Perc et al., 2019; Septiandri et 

al., 2023). At this point, there are no areas untouched by AI technology, and new applications are 

being introduced in every field daily. Consequently, an AI ecosystem encompassing all areas of 

life is now being discussed (Ozer et al., 2024a; Stahl, 2023). In other words, there is a significant 

potential for jobs to fall under the dominance of AI (Ozer & Perc, 2024). Furthermore, the 

advancement of generative AI such as ChatGPT and Gemini has accelerated these developments 

(Hosseini et al., 2023; Lo, 2023). 

The rapid proliferation of AI technologies is now drawing the attention of all segments of 

society, revealing significant risks alongside the advantages it provides (Suleyman, 2023). It is 

known that these technologies reproduce the biases present especially in the training data sets used 

during the learning process, thereby deepening inequalities (Ozer et al., 2024a). In this context, it 

has been shown that AI technologies in healthcare services deepen racial and ethnic disparities, 

further exacerbating the disadvantages of already socioeconomically disadvantaged groups 

(İlikhan et al., 2024; Obermeyer et al., 2019). Similar biases manifest themselves in various fields 

from education to security and law (Ozer et al., 2024a; 2024b). In short, awareness of AI is 

increases globally, discussions emerge on how to create an AI ecosystem that does not exacerbate 

social inequalities, respects social and ethical values, and particularly does not adversely affect 

employment (Acemoglu & Restrepo, 2018; Ozer & Perc, 2024; Ozer et al., 2024a; Varma et al., 

2023). 

The opportunities provided by AI increase the allure of AI utilization in also educational 

environments; however, discussions continue regarding the reliability of AI in education, whether 

these opportunities are offered within the framework of ethical principles, and whether they 

support the improvement of educational quality (Acemoglu, 2024). In other words, by utilizing 

educational data, AI offers opportunities to transform and enrich the learning and teaching 

processes on one hand, while on the other hand, it carries the risk of increasing existing inequalities 

among students and ethical misuse (Aquino, 2023; Silva-Jurado & Silva-Jurado, 2024; Ozer, 

2024). Therefore, AI system needs to regulate the learning journey in a healthy manner while 

supporting student development at the same time. In this context, measurement and evaluation 

processes play a critical role. The development of AI systems signals the revision requirements of 

traditional assessment methods (Gardner et al., 2021). AI offers a process that encourages 

individual development, provides guidance, and supports fair assessment outcomes while also 

having the potential to reduce the workload of educators (Kamalov et al., 2023).  

However, integrating AI into measurement and evaluation systems also brings along a 

series of risks (Cotton et al., 2024; Sok & Heng, 2023; Surahman & Wang, 2022; Verhoeven et 

al., 2023). AI's text generation capability leads to the risk of cheating and plagiarism in assessment 

processes. The text generation capabilities offered by generative AI tools like ChatGPT raise 

serious concerns about undetectable cheating and plagiarism (Kamalov et al., 2023; Ozer, 2024; 

Surahman & Wang, 2022). The inability of assessment mechanisms to be able to detect AI-

generated content provides an unfair advantage to students who use AI for text generation, 
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adversely affecting the fundamental quality of fair evaluation in assessments. Another negative 

impact of this situation is the loss of opportunities for individuals to achieve the targeted learning 

outcomes (Lancaster, 2023). In this context, unethical use of AI for cheating and plagiarism 

distorts the true value of assessment results and disrupts academic development processes.   

On the other hand, the capacity of generative tools like ChatGPT is limited by the dataset 

they are trained on (İlikhan et al., 2024; Ozer et al., 2024a). In other words, the outputs generated 

by ChatGPT are limited by the size, scope, and diversity of its training dataset. Since the datasets 

are derived from real-life scenarios where biases exist, there is a risk of obtaining biased results 

from AI. While the use of AI in text-related tasks such as translation, essay writing, and automatic 

content generation offers opportunities for saving time and managing the learning process, it also 

carries the risk of reinforcing and perpetuating these biases (Gardner et al., 2020; Rane et al., 

2023). For example, when translating from a gender-sensitive language to a gender-insensitive 

language, biased results are observed. In Turkish, he/she is a nurse is translated as she is a nurse 

by referring to women, while he/she is a doctor is translated as he is a doctor by referring to men. 

In other words, AI-assisted translation perpetuates the societal biases, such as gender bias (Akgun 

& Greenhow, 2021; Johnson, 2020).   

In addition, it is known that not all content produced by AI systems is accurate and often 

exhibits a behaviour called hallucination (Ji et al., 2023). When productive AI systems exhibit 

hallucinatory behaviour, they may produce context-irrelevant or non-existent content, although it 

may seem plausible. For example, it has been shown that most of the references provided by 

ChatGPT for use in scientific papers do not actually exist (Athaluri et al., 2023). More 

interestingly, it is known that once ChatGPT shows hallucinatory behaviour, it maintains this 

behaviour to ensure the consistency of the content it produces, thus leading to the snowball effect 

of hallucination (Zhang et al., 2023). 

The impact of AI's capabilities on assessment and evaluation systems should be examined 

in terms of the opportunities it presents and the risks it entails. While maximizing the benefits of 

AI usage in assessment processes, risks should be minimized to a maximum as well. Enhancing 

the accuracy and reliability of assessment while using this technology to achieve maximum 

efficiency should be an essential responsibility for educators. Therefore, the purpose of this article 

is to identify the opportunities created by AI in measurement and evaluation processes, along with 

the ethical risks involved, and to propose solutions to mitigate these risks. 

Method  

This study employs a descriptive approach to evaluate the risks associated with the use of 

artificial intelligence in text generation and assessment processes in education and also to offer 

recommendations for managing these risks. The document analysis method is employed to conduct 

a detailed examination aimed at mitigating the risks associated with the use of artificial intelligence 

in text generation and assessment. As a qualitative method, document analysis involves conducting 

a comprehensive review of relevant documents including articles, books, and reports (Bowen, 

2009). Accordingly, the literature on the use of artificial intelligence in text generation and 

assessment has been reviewed. The study illustrates application of artificial intelligence in text 

generation and assessment including a detailed examination of potential ethical risks. Additionally, 

a thorough analysis has been conducted to provide recommendations for addressing the risks 

associated with the use of artificial intelligence in text generation and assessment. 
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Text generation 

Generative AI tools such as ChatGPT have the capability to generate coherent text tailored 

to assignments and exam questions using machine learning and natural language processing 

(Cotton et al., 2024; Salvagno et al., 2023). The biggest challenge encountered with AI in education 

is its predominant use in creating assignments and projects. By doing so, students put themselves 

into two problematic situations. Firstly, they engage in behavior where they present knowledge 

that is not their own as if it were theirs, potentially leading to significant long-term behavioral 

distortions. Secondly, they may mask their shortcomings by presenting deficiencies as 

competencies (Kasneci et al., 2023; Sok & Heng, 2023). In this case, the complementary support 

that artificial intelligence could provide to the measurement and evaluation processes could lead 

to a reverse effect and could enable students at all levels of education to progress successfully 

despite all their shortcomings. In other words, students may appear to succeed even though they 

are failing. This situation could deprive students of remedial training for their shortcomings, 

ultimately leading to their graduation from education without gaining the expected skills in human 

capital in the long term. 

On the other hand, due to the widespread use of AI text generation among students, 

concerns have emerged that traditional evaluations must be revised (Khalil & Er, 2023). The high 

grades achieved by texts generated with ChatGPT validate these concerns (Stokel-Walker, 2022). 

As a strategy to address these concerns, some universities have developed policies prohibiting the 

use of ChatGPT (Sullivan et al., 2023). However, instead of banning it, universities should focus 

on integrating AI into their systems ethically and should provide regular trainings to their students 

on how to benefit from AI (Ozer, 2024; Sok & Heng, 2023; Yu, 2023). 

In education, ethical concerns related to AI are not limited to K-12 levels but also 

encompass higher education institutions (Huallpa, 2023). The impact of AI technologies in higher 

education institutions is significantly higher for both the researchers and the students. In other 

words, AI's capabilities in generating texts extend beyond educational assignments, and offer 

substantial opportunities in scientific article production (Rane et al., 2023). Recently, there has 

been even discussion regarding whether ChatGPT should be considered a co-author in scientific 

publications (Stokel-Walker, 2023; Thorp, 2023). This is because ChatGPT's abilities in text 

generation, translation, and summarization enhance its potential utility in scientific writing 

(Verhoeven et al., 2023). Hence, AI is expected to support reseachers in organizing ideas, 

translating, drafting, providing feedback and proofreading in the process of producing scientific 

articles (Rane et al., 2024). This support makes the preparation of academic studies faster and 

easier and provides the advantage of increasing the quantity and quality of publications (Rane et 

al., 2023; Salvagno et al., 2023). However, in scientific articles, authors bear collective 

responsibility for the content (Stokel-Walker, 2023; Thorp, 2023). Computers are just tools and 

cannot assume responsibility for the content (Thorp, 2023). Therefore, it cannot be expected by 

AI to produce original, creative, and critical ideas like humans in scientific article production (Rane 

et al., 2023; Salvagno et al., 2023). AI-generated texts have not yet established significant 

credibility in scientific research due to risks such as containing biased content and hallucinations 

(Salvagno et al., 2023; Stokel-Walker, 2022; Verhoeven et al., 2023).  

In summary, the main risks in creating text with AI are ethical concerns in general and the 

accuracy of the content produced in particular (Lo, 2023). In this context, using AI to generate 

entire texts rather than as a guide poses the greatest risk leading to fundamental ethical violations. 
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Therefore, AI's role in text writing should remain that of a helpful assistant to improve efficiency 

and performance (Verhoeven et al., 2023). 

 Automatic item generation 

The preparation of measurement tools such as exams, assignments, and presentations to 

measure knowledge and skills increases the workload of educators due to the time involved in the 

item generation process. Additionally, questions created through traditional methods are constraint 

by the capabilities of the item writers. Therefore, developments in AI lead to the expectation of 

speed and increased quality in automatic item generation (AIG) (Bezirhan & von Davier, 2023; 

Cotton et al., 2024). As AI applications provide educators with the opportunity to easily create 

achievement tests for  classroom assessments. In this context, it is seen that significant 

developments have been achieved in AI-supported creation of assessment tools by analyzing the 

educational content such as multiple-choice questions and open-ended questions. (Owan et al., 

2023; Qi et al., 2020; Swiecki et al., 2022). In particular, generative AI tools such as ChatGPT and 

Gemini have the capacity to generate questions in line with the basic skills expected from students.  

AIG with correct sentence structures has been partially achieved with existing AI 

algorithms; however, the content quality of these questions remains debated (Du et al., 2017, 

Swiecki et al., 2022). For instance, automatically generated items have been criticized for being 

difficult to understand and aligned with the objectives to be measured (Mulla& Gharpure 2023, 

Scialom et al., 2019). However, in the process of text generation with AI, studies are ongoing to 

produce questions with desired features by intervening in AI. For example, Sayın and Gierl (2024) 

standardise the item generation process by providing ChatGPT with templates containing 

limitations such as question types, word counts, and sentence structures during the process of item 

generation with AI. The quality of the generated items was evaluated by experts in the field and 

item statistics were also calculated. As a result, it was determined that AI increases efficiency in 

item development processes (Sayın& Gierl, 2024). On the other hand, Bezirhan and von Davier 

(2023) found that ChatGPT was effective in generating paragraph-based questions in a large-scale 

reading assessment (PIRLS), but it needed supervision to ensure the content quality of the 

questions in the AIG process. 

The use of AIG studies by teachers in classroom assessments for getting ideas such as 

creating scenarios, preparing games, adding distractors to multiple-choice questions and 

improving assessment will increase the efficiency to be obtained from AI-supported AIG 

(Sherman et al., 2020). It is recommended that educators use these tools to guide them for the time 

being against the risks of the relevance, quality and content validity of an automatically generated 

measurement tool (Al-Worafi et al., 2023). In addition, efficiency will increase if the educators 

review the generated questions.   

In summary, AIG with AI presents significant opportunities for educators. However, the 

generated items should not be used directly for measurement and evaluation purposes before being 

checked for accuracy, reliability and purposefulness by educators. In other words, educators should 

actively participate in the item generation process and assign AI an assistant role in supporting and 

complementing educators. 

Automatic assessment and feedback 

The concept of automatic text assessment was first introduced by Page (1966). This work 

laid the foundation for automatic assessment. As technology advanced, awareness of automatic 

assessment and feedback grew and led to the more widespread use of automatic assessment 
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platforms. Automated assessment platforms provide the opportunity to conduct exams and 

assignments electronically. These platforms are preferred because they allow question presentation 

with animation, video, and audio content that cannot be presented on paper. Additionally they 

produce objective results, perform automatic evaluations, and provide instant feedback by 

identifying students' strengths and weaknesses (Akgun & Greenhow, 2021; Kasneci et al., 2023; 

Owan et al., 2023; Swiecki et al., 2022; Wang et al., 2023). In these respects, they support student 

development, save time for the teacher, and enable rapid evaluation and feedback.  

Advances in AI, have enhanced the potential to assess student-written texts, to provide 

feedback, and to reduce educators' grading time and, ultimately, have impacted classroom 

assessment processes (Huang et al., 2023; Jang, 2014). Classroom assessments are rooted in more 

diverse and enriched student responses compared to standardized tests. They aim to measure 

students' creative thinking, whether they have learned a topic in depth, and their written and oral 

communication skills (Warschauer & Grimes, 2008). For example, in essay assessments, although 

there is a strong relationship between machine and human scoring, machines focus on technical 

aspects such as word count and correct use of punctuation, while humans focus on skills such as 

fluency, completeness and creativity. Therefore, at this point, AI-supported automated assessment 

can increase the efficiency of human-led processes (Gardner et al., 2021). On the other hand, a 

teacher who realises that a student makes a mistake in a math problem knows that the source of 

this mistake may vary according to the student’s visual defect, psychological state, and 

misconception. Therefore, teachers tailor the intervention method in the teaching process 

according to the student’s situation. However, AI usually does not have the data to detect these 

differences while automating the decision-making process (Cardona et al., 2023). For this reason, 

it is recommended that AI-supported automated assessments should be used for formative 

assessment in schools until AI can assess similarly to humans (Cardona et al., 2023; Gardner et 

al., 2021). 

On the other hand, despite the opportunities offered by AI-supported automated assessment 

software, it has the potential to provide unfair advantage or disadvantage to certain student groups. 

For example, in an exam canceled in the UK due to the Covid-19 pandemic, it is revealed that an 

algorithm that determines student results based on the success of schools in previous years 

provides an advantage to the students studying at private schools. This situation reveals that as a 

result of the decision making mechanism supported AI may let the unfair situations to continue 

(Akgun & Greenhow, 2021). For this reason, instead of fully automating the evaluation processes 

with support from AI, using automatic evaluation in situations where objective results will be 

obtained, such as evaluating multiple-choice questions and giving feedback, will increase the 

productivity of educators and students. 

Responsible and participatory management 

The ethical risks associated with the integrating AI in education extende beyond the issue 

of bias, cheating,and plagiarism in text creation, which fall under fairness. Data protection, data 

privacy, and accountability also stand as issues that should be confronted in measurement and 

evaluation processes (İlikhan et al., 2024; Huang, 2023; Lebovitz et al., 2021). In order to build 

measurement and evaluation processes that deal with these ethical risks, it is necessary to develop 

strategies to promote responsible AI practices (Theodorou & Dignum, 2020). Responsible AI 

discusses the question of who is responsible for the ethical use of AI. In this context, responsible 

AI encompasses AI developers, users, policy makers, societal norms, and even the system itself 
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(Ozer & Perc, 2024; Stahl, 2023).  Therefore, in this section, the risks in the ethical dimension of 

measurement and evaluation processes are examined from a holistic perspective. 

The ethical responsibility for using AI technologies, which develop as a dynamic 

ecosystem, is the responsibility of all stakeholders. Therefore, all stakeholders should take part in 

the integration of AI into measurement and evaluation processes, the functioning mechanism of 

the system should be open to users, and AI should be a system that is constantly monitored, 

evaluated and updated (Ozer et al., 2024a; Stahl, 2023). In this context, the ethical use encompasses 

both the development of AI technologies and the use of them. Therefore, both dimensions should 

be taken into consideration in order to create an AI ecosystem that is compatible with ethical and 

social values. 

The rapid and profound advancement in AI technologies poses a risk that educators may 

lose control of their assessment processes related to AI. Since the control process is time-

consuming and costly, there is a distance between educators' decisions and the evidence-gathering 

process on which these decisions should be based (Couldry, 2020; Swiecki et al., 2022). 

Additionally, the fact that AI algorithms are closed to users (blackbox) and controlled by a few 

companies raises concerns that AI will use student data through its ability to organize datasets, 

ultimately exacerbating concerns about trust in society (Khosravi et al., 2022; Sullivan et al., 2023; 

Stahl, 2023). For this reason, it is of great importance to work in a participatory way in which the 

development processes of AI systems to be used in education are open to all educational 

stakeholders and the system is constantly evaluated and updated (Ozer et al., 2024a). In other 

words, educators and educational administrators should be actively involved in the development 

processes of AI technologies used in education. This approach will also reduce the risk of educators 

being misled as it will increase their AI technology knowledge and awareness (Khosravi et al., 

2022). In short, the participatory AI model will not only enable the development of more ethical 

AI practices by involving all stakeholders in the process, but also strengthen educators' immunity 

to the risks that these practices may pose (Ozer et al., 2024a). This approach is also important to 

ensure social acceptance of AI systems and to build trust among the society (Blasimme & Vayena, 

2020; Huang, 2023; Ozer et al., 2024a). 

On the other hand, it is necessary to rethink assessment systems to mitigate ethical risks in 

AI-influenced measurement and evaluation processes (Halaweh, 2023; Lancaster, 2023; Surahman 

& Wang, 2022). Existing measurement and evaluation approaches should be continuously updated 

in parallel with the advancements in AI. New tools to measure students' contribution to their work 

will increase academic honesty (Ozer, 2024).  In this context, heterogeneous measurement and 

evaluation approaches should be integrated into the education systems to ensure fairness and 

objectivity (Yu, 2023). For example, measurement and evaluation approaches that reveal the 

student's contribution, such as oral presentations, laboratory activities, group work, and 

assignments with limited scope, will increase students' responsibility and significantly reduce the 

risk of using AI as a cheating tool (Sullivan et al., 2023).   

Additionally, structured and clear instructions in measurement and evaluation processes 

encourage students to express their original thoughts and prevent them from engaging in unethical 

behaviors (Cotton et al., 2024). To reduce the risk of plagiarism and cheating, it is also 

recommended to compare current performence with previous ones (Sullivan et al., 2023). 

Assessors' close monitoring of students during the measurement and evaluation process is also an 

effective way to determine whether AI is being utilized (Cotton et al., 2024). Progress has been 

made in plagiarism detection with the development of tools that can detect how much of a text has 
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been written with AI. However, rapid developments in AI technologies often limit the reliability 

of these tools as well (Foltýnek et al., 2019; Khaled & Al-Tamimi, 2021). Therefore, such 

platforms are required to be closely monitored the developments in AI technology and be 

constantly updated. 

On the other hand, the proliferation of AI increases the amount of data accumulated in AI 

systems every day, making it necessary to take serious steps to ensure data privacy (Yanisky-Ravid 

& Hallisey, 2018). In this sense, educational institutions and AI developers should determine data 

protection strategies together to ensure the security of students' data (Huang, 2023; Ozer et al., 

2024a). At the same time, users of the AI system should have the freedom to protect their personal 

data and rights. 

Certainly, the key approach to both the development and implementation of AI applications 

in education is to increase the AI literacy of students, educators and educational administrators 

(European Commission, 2022; Sok & Heng, 2023; Ozer, 2024). Thus, it will be possible to benefit 

from the advantages of these technologies with the least risk by increasing awareness of how to 

use them, their limitations and risks. Teachers' gaining competence in AI will support the more 

successful use of course contents and assessment and evaluation processes and will let them 

determine whether there is cheating in the assignments submitted by the students easily. 

Discussion and Conclusions 

AI technology affects and transforms all sectors in the context of the multifaceted 

opportunities it offers. Measurement and evaluation is one of the most important application areas 

of AI in education. The use of AI-supported text generation, individualised learning platforms, 

automatic item generation, automatic assessment and feedback applications is becoming 

widespread. Therefore, the effects of AI on students, educators and education administrators would 

increase swiftly (Ozer, 2024). In this context, the potential to produce content using AI in education 

raises ethical risks with texts being fully or partially authored by AI.  In other words, the fact that 

AI tools using large language models such as ChatGPT offer the opportunity to perform textual 

tasks such as answering exam questions and writing essays poses the risk of deceiving assessment 

systems with masked performances. However, AI tools should play a role in supporting the 

development of students and teachers and organizing teaching processes (Owan et al., 2023). 

When assessment and evaluation systems lack the ability to detect ethical violations, AI is seen as 

a tool that supplies unfair advantage to students. An educational life sustained by AI-generated 

texts will distort the behavioural patterns of students in the short term and negatively affect the 

quality of human capital in the labour market in the long run.  

On the other hand, AI-supported AIG promises to produce questions with high quantity 

and quality in a short time to be used in both large-scale exams and classroom assessment practices. 

Although there are still debates on the content quality of automatically generated items, progress 

is being made in producing items that are compatible with the skills targeted to be measured thanks 

to the natural language processing models. Although AIG in classroom assessments saves time for 

teachers, the items are still in need of teachers' supervision in terms of the appropriateness and 

accuracy of the content to the grade level. At the point where AI has reached today, the leadership 

of teachers cannot be given up in the process of AIG. 

In addition, AI-supported automatic assessment applications also offer the potential to 

transfer assessment tasks to machines. Assessment processes that are completely left to machines 

have the potential to fail to monitor student development and produce unfair results due to the 
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limitations of AI such as algorithm biases, inability to be as effective as humans in assessing high-

level skills (Acemoglu et al., 2023). An assessment process that integrates AI should offer a 

combination of automated and manual assessment methods to measure students' abilities with the 

least margin of error and support their learning processes. In this context, in automatic assessment 

processes, AI should be utilized in such a way that it can contribute to teachers and students such 

as giving feedback and making objective measurements strengthening indivualized learning.  

Additionally, studies investigating the contributions of generative AI systems to employee 

performance have shown that these technologies most significantly enhance the performance of 

individuals with medium and low skill levels (Brynjolfsson et al., 2023; Noy& Zhang, 2023; Peng 

et al., 2023). In other words, the contribution of AI technologies to individual performance varies 

according to skill level, with the level of contribution decreasing as skill levels rise. These findings 

open up a significant opportunity for assessment and evaluation practices. First, these systems can 

significantly help reduce achievement gaps in schools by quickly addressing learning deficiencies, 

especially in low-skilled students. Secondly, considering that AI systems can rapidly elevate 

novices to targeted proficiency levels in workplaces (Alam et al., 2024; Korinek, 2023), teachers 

have the potential to quickly improve their measurement and evaluation skills and achieve a 

common convergence in measurement and evaluation.  

The aspect of AI that supports student development such as generating ideas and providing 

guidance should be emphasized and the idea of using it as a cheating tool should be suppressed. 

In this context, the priority in AI systems should be given to educating the users (Khosravi et al., 

2022; Sullivan et al., 2023). Because students need to be educated about academic honesty and 

awareness should be raised about the role of AI systems in this regard (Cotton et al., 2024). In 

other words, instead of deceiving individuals with short-term gains, the complementary aspects 

that constantly support them should be emphasized. Because those who can use this system 

efficiently will be ahead not only in their educational journey but also in the labour market (Ozer, 

2024). When individuals make use of AI to organize their learning journey, they will gain a 

valuable companion in their educational journey (Lancaster, 2023). 

Consequently, to deal with these ethical risks, AI should not go beyond being supportive 

and complementary tool for the individuals. To realize this goal, it is crucial to increase the AI 

literacy of all stakeholders of education. In order to achieve this goal, we suggest the development 

and use of processes of AI applications in a participatory way involving experts, students, teachers, 

administrators, and worker unions. On the other hand, it is critical to develop and continuously 

update digital platforms that will contribute to prevent ethical violations that may arise despite all 

precautions. 
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