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Abstract 
 

Modern information technology makes it possible to collect and store scientific and social research data. Some statistical methods 

can provide quite reliable results when the necessary assumptions are met in uncovering existing or hidden relationships between 

data. However, since data collected from real life often do not meet these assumptions, data mining methods that require fewer 

assumptions and can be applied to flexible and complex data sets have been developed for prediction. The use of machine 

learning methods, which include data mining techniques, to process data and produce meaningful information has become 

widespread in recent years. In this study, techniques such as the CHAID algorithm, an application of decision trees, and support 

vector machines, were compared with the logistic regression analysis method. The study’s sample consists of data from 61 child 
abuse cases in which the UCIM Saadet Öğretmen Association Struggling Child Abuse requested participation. The dependent 

variable of the study is whether the defendant received a sentence at the end of the trial, while the independent variables are five 

variables identified by leveraging expert (lawyer) opinions. As a result, it was found that the CHAID algorithm and support 

vector machines provided more accurate classification. 
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1. Introduction 
 

It is now possible to collate and store scientific research data using the latest information technology. The issue of how to 

deal with the future-oriented estimation methods that would be rendered superfluous by an increase in the number of data items 

has been resolved by the development of data mining techniques (Acuna & Rodriguez, 2004). The purpose of this method is to 

identify the functions that will enable the prediction of large data sets (Fouché & Langit, 2011). The objective of the method is 

to provide an alternative to classical statistical techniques by employing advanced computer techniques to address the same 

problems (Castro et al., 2007). Data mining represents the principal subfield of machine learning that is concerned with 

transforming large data repositories into useful information (Chen et al., 1996). The process of transformation is comprised of 
several stages, including data pre-processing, data transformation, data integration, data reduction, application, and presentation 

(Maharana et al., 2022). In the process of data transformation, artificial intelligence, statistics (relating data sets to numerical 

relationships) and machine learning (learning from data sets to make predictions) are utilised (Raschka et al., 2020). In the 
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context of data mining, if the target is clearly defined, supervised learning is employed; conversely, unsupervised learning is 

utilised when the target is uncertain (Chapman et al., 2000). 

In this study, the increasing number of cases of child abuse in recent years has been taken into account, as well as the social 

response to this phenomenon (Fan et al., 2021). In order to address this issue, decision trees, support vector machines and logistic 

regression methods have been employed (Wang & Ding, 2020). The reason for choosing these techniques is both their high 

classification performance and the ability for users to define the models’ hyperparameters. During the study, multiple machine 

learning models were applied to the dataset, and the most suitable parameters were determined. 

Child abuse is defined as the intentional infliction of physical, emotional or sexual harm upon a child (Lippard & Nemeroff, 

2020). In accordance with the definition provided by the World Health Organization (WHO), child sexual abuse is defined as 

the exploitation of a child for the purpose of sexual gratification or manipulation by a parent, guardian, or adult (Mathews & 

Collin-Vézina, 2019). Such maltreatment has been demonstrated to cause profound and long-lasting harm to the child in question, 
from a physiological, psychological and emotional perspective (Chadaga et al., 2024). The perpetrators of sexual violence against 

children, prostitution, child pornography and child sexual exploitation are causing harm to children (Walker-Descartes et al., 

2021). The World Health Organization (WHO) has estimated that at least 150 million girls and 73 million boys have been 

subjected to forced sexual intercourse or physical contact involving any form of sexual abuse (WHO, 2002). The majority of 

children who have been subjected to sexual abuse are reluctant to disclose the abuse for various reasons (Paine & Hansen, 2002). 

The inability to articulate the abuse due to the victim's young age, the perpetrator's use of intimidation (Allen-Collinson, 2009), 

the fear of the victim being rejected by their family or carers, and the abuse being motivated by incestuous desires are all factors 

that contribute to the difficulty in recognising the abuse (Bowlby, 1984). The reluctance to compromise the integrity of the 

narrative and the associated apprehension regarding the lack of belief and support from the individual in question can impede 

the ability of children to communicate (Kassin & Gudjonsson, 2004). In particular, domestic violence and the tendency for such 

incidents to be concealed due to societal norms are significant factors contributing to the underreporting of abuse cases involving 
male victims (Zalcberg, 2017). In the event that victims of sexual abuse, or their proxies, report the incident to the relevant 

authorities, the process will be subject to the jurisdiction of the state(Kruttschnitt et al., 2014). Child observation centres, police, 

gendarmerie and public prosecutor's offices serve as points of contact for those wishing to make a report. In the judicial phase, 

the state and civil society organisations engaged in child labour initiatives provide voluntary legal and psychological assistance 

to children (Bajpai, 2018). In Turkey, the leading civil society organisation providing support to children and families affected 

by child abuse is the Saadet Öğretmen Çocuk İstismarı ile Mücadele Derneği (UCİM Saadet Öğretmen Association Struggling 

Child Abuse). In 2020, UCIM established the first European office for the prevention of child neglect and abuse in Izmir, guided 

by its mission to protect children's rights. Currently, the prevention offices in 13 of Turkey's provinces are engaged in active 

work, providing educational, legal and rehabilitative assistance, and implementing various projects in their respective fields 

(UCIM, 2024). Furthermore, it maintains active projects and coordinators in 50 regions, continuing its advocacy for children's 

rights. In addition to the voluntary mental health professionals who provide rehabilitation support, the organisation also employs 

volunteer lawyers who offer legal assistance to child victims of abuse in the context of the legal process. The cases received via 
the UCIM helpline are evaluated and legally pursued by temporary attorneys. This work, which requires the acquisition of 

necessary ethical permissions, provides an illustrative example of the 61 cases of child sexual abuse that UCIM has monitored. 

 

2. Method And Procedure 

 

2.1. Decision Trees 

 
The decision tree structure is frequently selected for its ease of construction and comprehensibility, making it a preferred 

method for classification and regression models (Huysmans et al., 2011; Yücesoy et al., 2023). The structure of decision trees 

for non-parametric statistical data, which assumes a normal distribution and homogeneous variance, is based on the "if-then" 

conditional relationships (Dumitrescu et al., 2022). The relationship between the dependent variable and the independent 

variables is classified according to the levels of the latter. The classification is created by displaying each variable on a node in 

the diagram. The tree begins with a root node representing all the examples and then proceeds to divide the data into subgroups 

by cutting the tree into branches (Liu & Cocea, 2019). The most frequently employed techniques in decision trees are AID, 

CHAID, CART (C&ART), and QUEST algorithms. In the AID algorithm, the dependent variable must be quantitative, while 

the independent variables must be categorical. A node may be divided into no more than two nodes. The quantitative dependent 

variable is therefore an example of a regression tree, with the splitting criterion being the total of inter-group squares. In the 

CHAID algorithm, the dependent variable must be quantitative or categorical, while the independent variable must be categorical. 

In contrast to the AID algorithm, the CHAID algorithm allows for the division of a node into two or more branches. The 
dependent variable may be regressed or classified using a tree structure, with the splitting criterion being either an F-test or a 

Chi-square test (Alp & Öz, 2019). In the CART algorithm, both dependent and independent variables can be quantitative or 

categorical, and, similarly to the AID algorithm, it allows for only two splits at each node. In the event that the dependent variable 

is categorical, the twoing or Gini method is employed; conversely, if the dependent variable is quantitative, the smallest area 

method is utilised. In the QUEST algorithm, the dependent variable must be categorical, while the independent variable can be 

either categorical or numerical. In the case of nodes, two divisions are permitted, and the quadratic discriminant criterion is 

employed (Alp & Öz, 2019).  
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2.2. CHAID Algorithm 

 

The criterion of the CHAID algorithm, which is one of the decision tree techniques, is that the dependent variable can be 

quantitative or categorical, while the independent variable must be categorical (Akin et al., 2017). The CHAID technique is an 

improved version of the AID technique, which was specifically designed for categorical dependent variables (Kass, 1980). The 

chi-square test statistic, used as the splitting criterion, iteratively divides the existing dataset into subgroups using the 'if-then' 

condition and ranks the independent variables that affect the dependent variable in a tree-like structure based on their effect size.  

The chi-square analysis is a non-parametric method for calculating the significance of the relationship between two 

categorical variables. This is achieved through the application of statistical techniques, specifically the construction of a 

contingency table, which allows for the examination of the relationship between the two categories. For a cross table of size 

𝑟 × 𝑐, let 𝑖 =  1,2, . . . , 𝑟 be the row indices and 𝑗 =  1,2, . . . , 𝑐 be the column indices. 𝐺𝑖𝑗 represents the observed value in the 𝑖-

th row and 𝑗-th column, while 𝐵𝑖𝑗  denotes the expected value of the 𝑖𝑗-th observation. The  𝜒2 test statistic is obtained using the 

formula: 

 

𝜒2
𝑡𝑒𝑠𝑡

=
∑ ∑ (𝐺𝑖𝑗−𝐵𝑖𝑗)2𝑟

𝑖=1
𝑐
𝑗=1

𝐵𝑖𝑗
                       (1)                                                                     

 

If 𝜒2
𝑡𝑒𝑠𝑡

> 𝜒2
(𝑟−1)(𝑐−1)

, the difference between the expected and observed values is found to be significant, leading to the 

conclusion that there is a statistical relationship between the two variables. The procedures are conducted in a manner whereby 

the relationship between each independent variable and the dependent variable is determined, and the process is continued until 

all observations are homogeneous. Additionally, decision tree branching criteria are established (Alp & Öz, 2019). 

A set of k independent variables (𝑘 =  1, 2, … , 𝑙) and one dependent variable (𝑌) are defined. The dependent variable let us 

consider 𝑟 categories (𝑖 = 1,2, … , 𝑟) of the dependent variable and 𝑐 categories (𝑗 = 1,2, … , 𝑐) of the independent variable. 

Step 1. If the relationship between 𝑋𝑘  𝑎𝑛𝑑 𝑌 is expressed in a 2xc-dimensional contingency table (where 𝑋𝑘 is an independent 

variable comprising two subcategories), the procedure progresses to Step 4. Otherwise, the procedure progresses to Step 2.  

Step 2: The objective is to establish a comprehensive two-dimensional contingency table comprising all possible 

combinations of 𝑋𝑘  𝑎𝑛𝑑 𝑌, and to calculate the square root of the correlation coefficient. The objective is to construct 𝑟 > 2 𝑋𝑘 's 

subordinate categories and generate 𝐶(𝑟, 2) =  
𝑟!

2!(𝑟−2)!
 number of contingency tables. 

Step 3: In the construction of contingency tables for 𝑋𝑘  𝑎𝑛𝑑 𝑌, the condition of ensuring that the lowest value of the test 

statistic, denoted by 𝜒2
(1)(𝑐−1)

 is met is fulfilled by selecting the table with the lowest 𝜒2
𝑡𝑒𝑠𝑡

. The two subcategories pertaining 

to the 𝑋𝑘 variable are consolidated into a unified category, which is then designated as such. The value of r is updated to r-1 and 

the process returns to Step 1. This step is repeated for all constructed bivariate contingency tables until the condition of 𝜒2
𝑡𝑒𝑠𝑡

>

𝜒2
(1)(𝑐−1)

 is satisfied. Once this condition has been met, the process advances to Step 4. The preceding steps 1-4 are applied to 

all independent variables (𝑋1, 𝑋2, . . . , 𝑋𝑙). 
Step 4: The 𝜒2

𝑡𝑒𝑠𝑡
  values for the 2𝑥𝑐-dimensional contingency tables comprising the variables 𝑋1−𝑌, . . . , 𝑋𝑘 − 𝑌, . . . , 𝑋𝑙−𝑌 

are calculated. The independent variable, 𝑋𝑘, which has a value of max(𝜒2
𝑡𝑒𝑠𝑡

), is selected from the range of options available 

in the contingency table. The lower-level categories and combined categories are generated through the process of branching 

and sub-nodes. The steps of the algorithm are repeated for each child node. All observations at a node are dependent on the lower 

category of the dependent variable, or the 𝑋𝑘 − 𝑌 variable pair. In the event that the entire 2𝑥𝑐 contingency table is found to be 

in accordance with the condition of 𝜒2
𝑡𝑒𝑠𝑡

< 𝜒2
(1)(𝑐−1)

, the terminal node is designated as the "terminal node." The observations 

made at the terminal node are homogeneous and cannot be classified into different categories. The process continues until all the 

nodes in the tree, except for the terminal node, have been considered. 

 

2.3. Support Vector Machines (SVM) 

 
The Support Vector Machine (SVM) algorithm was initially proposed by Vapnik in 1963 as a method for constructing a 

linear classifier (Vapnik, 1963). SVM represents a supervised learning model. The input data is labelled according to a specific 

class.  SVM employs an n-dimensional hyperplane to distinguish between two classes of data provided as input (Noble, 2006). 

Hyperplanes are also referred to as decision boundaries. The decision boundary is constructed to be as distant as possible from 

the nearest data points of each class. The data points that define the hyperplane are referred to as "support vectors." In non-linear 

models, the distance between the two classes is calculated using a kernel, which is a mathematical structure with this specific 

purpose. A kernel is a function that enables the construction of high-dimensional and non-linear models. In the context of non-

linear problems, the kernel function can be employed to augment the unprocessed data with additional dimensions, thereby 

transforming the unprocessed data into a linear problem within a higher-dimensional space. The kernel function has been 

designed to facilitate the expeditious completion of specific calculations. 

The decision plane of the linear SVM is highly effective at distinguishing between classes. In other words, a distinctive 

boundary between the two classes can be identified for the two-class labelled data sets. As indicated in equation 2, for a known 
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(supervised learning) data set with labels, 𝑥 represents the feature vector. The variable 𝑦𝑖 represents the labels associated with 

the training data, which may be either +1 or -1. The value n denotes the total number of features present in the data set. 

 

For (𝑥1, 𝑦1), (𝑥2, 𝑦2), . . . , (𝑥𝑛 , 𝑦𝑛), (𝑥𝑖, 𝑦𝑖)∈ ℝ𝑛 × {−1, +1}                                       (2) 

 

The optimal hyperdimensional thought process (3) is formulated in the optimal hyperdimensional thought process (3). In this 

context, w represents a hyperdimensional’s normal vector, 𝑥𝑖 represents an input feature vector, and b represents the bias value. 

 

w𝑥𝑇 + 𝑏 = 0  

𝑤𝑥𝑖
𝑇 + 𝑏 ≥ +1 𝑖𝑓 𝑦𝑖 = +1                                              (3) 

w𝑥𝑖
𝑇+b≤-1 if 𝑦𝑖 = −1                                       

In accordance with the aforementioned equation (4), two parallel hyperplanes, designated as 𝐻1 and 𝐻2, can be expressed as 

follows: 

 

𝐻1: 𝑤𝑥1
𝑇+ b = +1                        (4) 

𝐻2: 𝑤𝑥2
𝑇  + b = -1    

                               

The difference between the 𝐻1 and 𝐻2 planes, obtained through the use of equation (4), represents the distance between the 

two planes. 

 

 

𝑤𝑥1
𝑇   + 𝑏 = +1 

𝑤𝑥2
𝑇  + 𝑏 = -1 

= 𝑤(𝑥1
𝑇 − 𝑥2

𝑇) + 𝑏 = +2 

= (
𝑤

‖𝑤‖
(𝑥1

𝑇 − 𝑥2
𝑇) + 𝑏) =

2

‖𝑤‖
=

2

√𝑤.𝑤
                                    (5) 

 

It is proposed that the inter-plane distance, 𝐻1 and 𝐻2, is equal to 2‖𝑤‖, where 𝑤 is a vector. Furthermore, it is assumed that 

the 𝐻0 plane is situated at an equal distance from both 𝐻1 and 𝐻2. In this case, the H₀ plane can be represented by the following 

equation: 

 

𝐻0 ∶ 𝑤𝑥0
𝑇  + 𝑏 =0                                       (6) 

The distance between 𝐻1 and 𝐻2 planes is denoted by 𝑑positive. Similarly, the distance between the 𝐻0 ve 𝐻2 planes is also 

represented by 𝑑negative. In accordance with the calculations provided by equation (6), these distance values are 
1

‖𝑤‖
. The 

fundamental objective of training an SVM model is to calculate the values of w and b. This enables the optimal partitioning of 

high-dimensional data, thereby maximising the margin. 

In the event that two classes can be linearly separated, as previously described, the nearest support points on the hyperplane 

are identified using distance measurements based on the support vector. The maximum distance is used to determine the 

hyperplane, which is then used to separate the two classes (Cheng et al., 2021). In the event that the two classes cannot be 

separated linearly, the support vectors attempt to identify the maximum hyperplane, taking into account the potential 

classification error (Pant & Kumar, 2022). The aforementioned non-linearity of the data can be resolved by incorporating the 

variables representing the error terms, denoted by 𝜀𝑖, into the optimisation model. In non-linear support vector machines, the 
problem can be solved by transforming the data into a linear format using non-linear core functions (Aydav & Minz, 2020).  The 
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most well-known core functions encountered in the literature are linear, radial, polynomial, and sigmoid core functions (Tso & 

Mather, 2009).  

 

2.4. Logistic Regression Method 

 

Logistic regression is a classification method employed to investigate the effect of a dependent variable comprising two or 

more categories on each of its independent variables. In circumstances where categorical variables have been classified according 

to a scaling system, logistic regression analysis represents a viable analytical technique. This is a regression technique whereby 

the expected values of the response variable are obtained in a probabilistic manner, with respect to the independent variables. 

The assumption of a normal distribution does not require the prior assumption of persistence. The aim is to determine the effects 

of the independent variables on the dependent variable. Logistic regression can be classified into three main categories. 
Binary logistics regression is a statistical method used to analyse dependent variables that fall into two categories and 

independent variables that possess either a continuous or categorical attribute. The dependent variable is a measure of the 

outcome under investigation, with a value of 1 in a given context and 0 in other scenarios. The independent variables pertain to 

the units included in the groups identified through this type of modelling. The probability of her belonging to the first category 

of a unit is calculated using the following formula: 

 

P(𝑌𝑖 = 1) =
𝑒(𝑏0+𝑏1𝑥𝑖1+...+𝑏𝑘𝑥𝑖𝑘)

1+𝑒(𝑏0+𝑏1𝑥𝑖1+...+𝑏𝑘𝑥𝑖𝑘)                          (7) 

 

Ordered logistics regression model is used when the dependent variable contains more than two categories and these 

categories are ranked from smallest to largest. In the 𝑌𝑖  category, the probability value is represented by r, the edge value for the 

relevant category is represented by i, the regression coefficients are represented by b, and the vector of scaling parameters is 

represented by Z, which provides insight into the scaling parameters for the aforementioned categories. This probability value is 

calculated using the formula: 

 

𝐿𝑖𝑛𝑘(𝑌𝑖)=
𝑟𝑖[𝑏0+𝑏1𝑋1+...+𝑏𝑘𝑋𝑘]

𝑒𝑥𝑝[𝜙0+𝜙1𝑍1+...+𝜙𝑡𝑍𝑡]
                         (8) 

 

Multinomial logistic regression analysis should be used when the dependent variable has two or more categorical 

classification scales. For example, if there is a dependent variable consisting of students enrolled in three different academic 

programs, it can be analyzed using multinomial logistic regression analysis. This probability is calculated using the formula  

 

P(𝑌𝑖 = 𝑛) =
𝑒(𝑏𝑛0+𝑏𝑛1𝑋𝑖1+...+𝑏𝑛𝑘𝑋𝑖𝑘)

1+∑ 𝑒(𝑏0+𝑏1𝑋𝑖1+...+𝑏𝑘𝑋𝑖𝑘)𝑀−1
𝑛=1

                        (9) 

 

The Maximum Likelihood method, which is similar to the Ordinary Least Squares (OLS) method used in regression analysis 

for parameter estimation and model evaluation, is employed for models established for classification purposes. This method 

ensures that the coefficients of the independent variables are obtained in such a way as to maximize the probability of occurrence 
of the dependent variable, structured similarly to dummy variables. If the primary application area of the logistic regression 

model is defined as classification, the model's accuracy in classification can be examined using traditional classification 

performance metrics (Nguyen-Thihong & Vo-Van, 2024). 

 

3. Applications 
 

In this study, data from 61 reports of child sexual abuse received through the UCİM hotline, for which ethical permissions 
were obtained, were examined, focusing on the independent variables that could affect the defendant's sentencing at the end of 

the judicial process. The average age of the 61 children is 11, with the youngest being 2 and the oldest 18 years old. Among the 

children, 49 are girls (80.3%) and 12 are boys. Three of the children have special needs. The average age of the defendants is 

48.5, and 89% of them are acquaintances of the child. Due to threats, 64% of the children were unable to report the abuse 

immediately. The number of children who were able to access justice in a timely manner after the abuse was noticed is 27. 

Approximately 63% of all cases involved qualified sexual abuse. During the judicial process, 63% of the defendants were held 

in custody. In 50 of the 61 cases (82%), UCİM's legal support for children and their families was deemed appropriate by the 

court. In 40 of all cases (65.6%), the defendants received sentences, while 21 (34.4%) were acquitted. 

Before the models were applied, the datasets were split into training and test data in ratios of 80% and 20%, respectively. 

Grid search approach has been used to adjust the hyperparameters on the training dataset. In this study, a 10-fold cross-validation 

method repeated five times was used. The optimal hyperparameters for each algorithm were determined based on the training 
dataset, and test data, which had not been used in the algorithm previously, were employed to validate the models. For the tree-

based methods, the CHAID algorithm utilized the information gain method to select the most effective features. Information 

gain measures how much each feature explains the target variable. This method uses the entropy value to measure irregularity. 

The complexity parameter selected through cross-validation is chosen from the search space {0, 0.01, . . ., 0.09, 0.1, 0.2, . . ., 

0.9, 1.0. In the support vector machine, hyperparameter selections were calculated using repeated grid search and cross-validation 
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methods between the values Cost (C) = 1 and Gamma = 0.05. In the logistic regression model, the distribution parameter for the 

Binomial family was assumed to be 1 and significance code is chosen from the search space {0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 

‘.’ 0.1 ‘ ’ 1}. 

  
Table 1. Dependent and independent variables obtained from case monitoring forms 

 

 

  

  

  

  
 

*Categorical age levels were determined through a literature review as 0-6 years, 7-11 years, and 12-18 years  

 

The results of the sentencing status were analysed using the CHAID method, which identified the independent variables that 

had an impact on the outcome. These were the defendant's participation in the case, timely access to justice, the duration and 

recurrence of the abuse, the type of abuse and the age of the child. The results are presented in Table 2. 

 

Table 2. Independent variables affecting the case outcome variable 

 

 

 

 
 

 

 

 

 

The accuracy of the constructed decision tree was tested using the cross-validation technique, with a cross-validation fold 

value of 10. The risk indicators calculated are presented in Table 3. 

 
Table 3. Risk indicators 

Method Estimate Std. Error 

Resubstitution 0,115 0,041 

Cross-Validation 0,213 0,052 

 

The classification matrix of the obtained decision tree was calculated using Table 4, and the accuracy value was determined 

to be 88.5%. 
 

Table 4. Classification matrix of the decision tree 

 Predicted 

Observed Sentenced (Yes) Not sentenced (No) Percent correct 

Sentenced (Yes) 35 5 0,875 

Not sentenced (No) 2 19 0,905 

Overall percentage 0,607 0,393 0,885 

 

According to the decision tree (Fig.1) obtained using the CHAID algorithm the independent variables that most influence the 
defendant’s sentencing status are, in order of impact, UCIM’s involvement in the case, timely access to justice, the duration of 

abuse, the type of abuse, and the child’s age. All independent variables from the root node to the leaves and their effect sizes on 

the outcome are listed in the following items: 

 

Variable Type Variable               Variable Category 

Dependent Variable Sentencing Status Sentenced (Yes) / Not Sentenced (No) 

Independent Variable Child’s Age* 0-6 Years / 7-11 Years / 12-18 Years 

Independent Variable Recurrence/Duration of Abuse Single Instance of Abuse / Systematic Abuse 

Independent Variable Type of Sexual Abuse Penetrative Sexual Abuse / Contact without Penetration 

Independent Variable Timely Access to Justice Yes (Timely Access) / No (Delayed Access) 

Independent Variable UCİM's Participation in the Case Yes (Participation Request Accepted) / No (Participation 

Request Not Accepted) 

Variable Decision Tree Split Test Statistic Value (𝛘𝟐) P 

UCİM's Participation in the Case Binary Split 15,828 0,000 

Timely Access to Justice Binary Split 7,351 0,007 

Recurrence/Duration of Abuse Binary Split 3,891 0,049 

Type of Abuse Binary Split 5,844 0,016 

Child’s Age Binary Split 4,950 0,026 
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Figure 1. The decision tree obtained with the CHAID algorithm 
 

• The entire set of cases was analyzed using the CHAID algorithm, and all decision rules of the algorithm were established 

with an “if-then” rule structure as detailed below: Out of all the cases, 40 cases (65.6%) resulted in the defendant 

receiving a sentence, while 21 cases (34.4%) resulted in the defendant being acquitted. 

• If UCİM’s request for participation in the case was denied, in 2 out of 12 cases (16.7%), the defendant received a 
sentence, and in 10 cases (83.3%), the defendant was acquitted. 

• If UCİM’s request for participation in the case was accepted, in 38 out of 49 cases (77.6%), the defendant received a 

sentence, and in 11 cases (22.4%), the defendant was acquitted. 

• If UCİM’s request for participation in the case was accepted and access to justice was timely, in 21 out of 22 cases 
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(95.5%), the defendant received a sentence, and in 1 case (4.5%), the defendant was acquitted. 

• If UCİM’s request for participation in the case was accepted but access to justice was not timely, in 17 out of 27 cases 

(63%), the defendant received a sentence, and in 10 cases (37%), the defendant was acquitted. If UCİM’s request for 

participation in the case was accepted, access to justice was not timely, and the abuse was a one-time occurrence, in 8 

out of 9 cases (88.9%), the defendant received a sentence. 

• If UCİM’s request for participation in the case was accepted, access to justice was not timely, and the abuse was 

systematic, in 9 out of 18 cases (50%), the defendant received a sentence, and in 9 cases (50%), the defendant was 

acquitted.  
• If UCİM’s request for participation in the case was accepted, access to justice was not timely, the abuse was systematic, 

and the type of abuse was non-qualitative sexual abuse, in 1 out of 7 cases (14.3%), the defendant received a sentence, 

and in 6 cases (85.7%), the defendant was acquitted. 

• If UCİM’s request for participation in the case was accepted, access to justice was not timely, the abuse was systematic, 

and the type of abuse was qualified sexual abuse, in 8 out of 11 cases (72.7%), the defendant received a sentence, and 

in 3 cases (27.3%), the defendant was acquitted.  
• If UCİM’s request for participation in the case was accepted, access to justice was not timely, the abuse was systematic, 

the type of abuse was qualified sexual abuse, and the child’s age was below 11, in 2 out of 5 cases (40%), the defendant 

received a sentence, and in 3 cases (60%), the defendant was acquitted.  
• If UCİM’s request for participation in the case was accepted, access to justice was not timely, the abuse was systematic, 

the type of abuse was qualified sexual abuse, and the child’s age was above 11, the defendant received a sentence in all 

6 cases (100%). 

 

In the subsequent section of this study, five independent variables (UCİM’s participation in the case, the child’s age, the type 
of abuse, the duration of the abuse, and timely access to justice) identified by the CHAID algorithm as predictors of the dependent 

variable will be examined using machine learning techniques, specifically logistic regression analysis and support vector 

machines, and the results will be compared. 

The logistic regression method was used to assess whether the variables in the model were significant, and the significance 

of the independent variable coefficient estimates was tested at a 0.05 error rate. The classification matrix of the obtained logistic 

regression model was calculated using Table 5, and the accuracy value was determined to be 88.5%. 
 

Table 5. Classification matrix of the logistic regression model 

 Predicted 

Observed Sentenced (Yes) Not sentenced (No) Percent correct 

Sentenced (Yes) 38 11 0.775 

Not sentenced (No) 2 10 0.833 

Overall percentage 0.656 0.344 0.804 

 

The effects of the five independent variables on the dependent variable were examined through logistic regression, and the 

results are presented in Table 6. 

 

Table 6. Effects of five independent variables on the dependent variable through logistic regression analysis  

 Estimate Std. Error Z Value Pr (>|z|) Exp 

Intercept -4.3184 1.9680 -2.194 0.02821* 0.0133 

Child’s Age2 -0.4729 1.1239 -0.421 0.67389 0.6232 

Child’s Age3 -1.8525 1.1378 -1.628 0.10350 0.1569 

Recurrence/Duration of Abuse2  1.5555 1.0837 1.435 0.15117 4.7375 

Type of Abuse2 1.2357 0.9206 1.342 0.17952 3.4407 

Timely Access to Justice2 3.0111 1.0485 2.872 0.00408** 20.3096 

UCİM's Participation in the Case2  3.4931 1.1178 3.125 0.00178** 32.8875 

AIC     61.869 

Residual Deviance     47.869 

 

According to the logistic regression analysis, there are two independent variables that affect the dependent variable. These 

variables are UCİM’s participation status in the case and the timely access to justice. 
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When testing the new model established with five independent variables that significantly affect the dependent variable, it 

was found that two of these variables were significant. The results of this new model, which includes these two independent 

variables, are presented in Table 7, and it was found that both variables are significant. 

 

Table 7. Effects of five independent variables on the dependent variable through logistic regression analysis  

 Estimate Std. Error Z Value Pr (>|z|) Exp 

Intercept -2.5661 0.7585 -3.383 0.000717*** 0.0768 

Timely Access to Justice2 1.9439 0.8243 2.358 0.018366* 6.9860 

UCİM's Participation in the Case2  3.3479 1.0009 3.345 0.000823*** 28.4439 

AIC      61.707 

Residual Deviance     55.707 

 

In this model, the two independent variables that significantly affect the outcome of the case are UCİM’s participation in the 
case and the timeliness of access to justice. 

In cases where UCİM’s participation request is accepted, the probability of the defendant receiving a sentence is 28.44 times 

higher compared to cases where the request is not accepted. 

In cases where there is timely access to justice, the probability of the defendant receiving a sentence is 6.99 times higher 

compared to cases where there is a delay in access to justice. 

In the support vector machines method, linear, radial, polynomial, and sigmoid kernel functions were examined separately 

for the 5 independent variables found to be significant in the CHAID analysis and the 2 independent variables found to be 

significant in the logistic regression. The results are compared in Table 8. 

 

Table 8. Comparison of models based on 5 and 2 independent variables using support vector machines 

Models Built with 5 Independent Variables Models Built with 2 Independent Variables 

In the linear model, the number of support vectors is 31 (14-17),  

Est. 0 1 

0 38 7 

1 2 14 

and 52 out of 61 data points are correctly classified. 

In the linear model, the number of support vectors is 28 (14-14), 

Est. 0 1 

0 38 11 

1 2 10 

and 48 out of 61 data points are correctly classified. 

In the radial model, the number of support vectors is 34 (17-17),  

Est. 0 1 

0 38 5 

1 2 6 

and 54 out of 61 data points are correctly classified. 

In the radial model, the number of support vectors is 30 (15-15),  

Est. 0 1 

0 38 11 

1 2 10 

and 48 out of 61 data points are correctly classified. 

In the polynomial model, the number of support vectors is 35 (17-

18), 

Est. 0 1 

0 38 8 

1 2 13 

and 51 out of 61 data points are correctly classified.  

In the polynomial model, the number of support vectors is 30 (15-

15),  

Est. 0 1 

0 38 11 

1 2 10 

and 48 out of 61 data points are correctly classified. 

In the sigmoid model, the number of support vectors is 33 (16-17), 

Est. 0 1 

0 38 11 

1 2 10 

and 48 out of 61 data points are correctly classified. 

In the sigmoid model, the number of support vectors is 31 (15-16), 

Est. 0 1 

0 38 11 

1 2 10 

and 48 out of 61 data points are correctly classified. 

 

In the support vector machines method using the radial basis function, which minimizes misclassification, the accuracy 

rates for the models with 5 and 2 independent variables are determined to be 88.5% and 78.7%, respectively. The metrics 

of the machine learning methods applied to the data subject to the research are compared in Table 9.  
 

Table 9. Comparison of the metrics of machine learning techniques 

Technique Var. AC Sensitivity Precision F1 

CHAID 

CHAID 

5 0.885 0.875 0.946 0.91 

2 0.705 0.921 0.70 0.79 

SVM 5 0.885 0.883 0.95 0.915 
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SVM 2 0.787 0.775 0.95 0.8536 

Log. Reg. 

Log. Reg. 

5 0.787 0.775 0.95 0.8536 

2 0.787 0.775 0.95 0.8536 

 

As explained in Table 9, the techniques with the highest accuracy values are the models built using the CHAID algorithm 

and support vector machines with 5 independent variables. These models have also demonstrated significantly higher 

performance compared to other models based on their F1 scores. 

 

4. Conclusion and Discussions 

 

This study aims not only to identify the factors affecting the outcomes of child abuse cases but also to compare the 

performance of artificial intelligence and machine learning algorithms, which are rapidly advancing with modern 

technology, against traditional statistical methods. Additionally, it seeks to determine the hyperparameters and other 

characteristics of the model that delivers the highest performance. 

When the CHAID algorithm was applied, the most influential independent variables affecting case outcomes were 
identified. The performance of models built using these variables with Decision Tree (DVM) and logistic regression 

algorithms was compared.  It was found that the performances of the CHAID and DVM algorithms were equivalent and 

higher than that of logistic regression. The CHAID algorithm determined that the most influential independent variable was 

the "UCIM’s involvement in the case. 

One of the limitations of this study is the small number of cases (61) examined. It is quite difficult to access cases due 

to the lack of an open-access database containing child abuse lawsuit data in Turkey. Another limitation is the inability to 

compare the results of this study with previous research, as there are no studies on this subject. 

It is recommended that new research be conducted by increasing the number of data points, expanding the number of 

cities or countries from which the data is collected, and diversifying the applied machine learning techniques. The machine 

learning techniques used in this study can be compared with traditional statistical methods. Additionally, different methods 

for model selection can be explored, and various model selection criteria can be tested. By comparing the results, the best -
performing model can be identified. 
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