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Abstract
Purpose: This study aimed to assess the accuracy and repeatability of the responses of different large language models (LLMs) toquestions regarding implant-supported prostheses and assess the impact of pre-prompting and the time of day.
Materials and Methods: A total of 12 open-ended questions related to implant-supported prostheses were generated. The contentvalidity of questions was verified by a specialist. Following that, questions were posed to two different LLMs: ChatGPT-4.0 andGoogle Gemini (morning, afternoon, and evening; with and without pre-prompt). The responses were evaluated by two expertprosthodontists with a holistic rubric. The concordance between the graders’ responses and repeated responses by ChatGPT-4.0and Gemini was calculated using the Brennan and Prediger coefficient, Cohen’s kappa coefficient, Fleiss’s kappa, andKrippendorff’s alpha coefficients. Kruskal-Wallis, Mann-Whitney U, and independent t-test, as well as ANOVA analyses, wereused to compare the responses obtained in the implementations.
Results: The results displayed that the accuracies of ChatGPT and Google Gemini were 34.7% and 17.4%, respectively. Theimplementation of pre-prompt significantly increased accuracy in Gemini (p = 0.026). No significant difference was foundaccording to the time of day (morning, afternoon, or evening) or inter-week implementations. In addition, inter-rater reliabilityand repeatability displayed high levels of consistency.
Conclusions: The use of pre-prompt positively affected accuracy and repeatability in both ChatGPT and Google Gemini. However,LLMs can still produce hallucinations. Therefore, LLMs may assist clinicians, but they should be aware of these limitations.
Keywords: Chatbot; ChatGPT; Prostheses; Implant

Introduction

Large language models (LLMs) are enhanced artificial intelligence(AI) systems replicating human language processing skills by train-ing on large datasets. LLMs are based on natural language process-ing (NLP) and machine learning, an aspect of AI that aims to enablecomputers to understand natural language input. 1
Healthcare providers frequently use LLMs to address questionsrelated to patient care management due to their access to numerousarticles, textbooks, and guidelines, along with their rapid infor-mation retrieval capabilities and 24/7 availability. 2,3A systematicreview of the literature evaluating the performance of LLMs in an-swering medical questions revealed that the overall accuracy was56%. 4 The effectiveness of LLMs in responding to medical ques-tions has been assessed variably across different medical special-ties. Concerns about using these models in healthcare contextsinclude inaccurate and unreliable responses, the risk of bias, and

ethical and legal considerations. 5 In dentistry, AI has the potentialto assist dental professionals with diagnosis, treatment planning,image analysis, outcome prediction, record keeping, and workflowefficiency. 6,7 In prosthodontics, AI provides a wide range of appli-cations, including implant-supported and maxillofacial prosthe-ses, computer-aided design, and computer-aided manufacturing(CAD-CAM), as well as fixed and removable prostheses. 8–10 In asystematic review, Revilla-León et al. observed that AI models werepotential instruments for implant type recognition, implant suc-cess prediction, and implant design optimization. 11 However, theperformance of AI-assisted LLMs in generating accurate responsesto questions regarding implant-supported prostheses has been in-sufficiently assessed. 12 Furthermore, LLMs were not specificallycreated to offer medical advice and may generate misinformation ordisinformation responses for clinical decisions that appear coher-ent but lack significant meaning. These responses are reportedlycalled hallucinations. 13–15 Therefore, the assessment of LLM per-
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formance becomes crucial considering the increasing awareness oftheir capacity to answer dental questions. 8
Various organizations and companies, including ChatGPT (ChatGenerative Pre-trained Transformer; OpenAI, San Francisco, Cal-ifornia, USA), Gemini (Google, Mountain View, California, USA),Copilot (Microsoft, Redmond, Washington, USA), Meta AI (Face-book, Menlo Park, California, USA), and DeepSeek (DeepSeek Arti-ficial Intelligence Co., Beijing, China), have developed LLMs. 6,15–17

Among LLM tools, chatbot platforms like ChatGPT and Gemini havereceived the most attention and show the potential to comprehendclinical expertise and deliver relevant information. 18,19 The effec-tiveness and accuracy of these LLMs often depend on their training,expertise, model updates, and question complexity. 20 ChatGPT, anAI language model developed by OpenAI, is based on generative pre-trained transformer (GPT) architecture. ChatGPT-4.0 was launchedin February 2023. 21–23 It is also a retrained transformative AI modelthat can incorporate human feedback into the training process. Onthe other hand, Gemini is an advanced AI model, introduced in De-cember 2023 by Google DeepMind, that uses a transformer-basedarchitecture. Gemini Advanced was launched in February 2024.It is Google’s next-generation AI model with a one million tokencontext window and improvements in logical reasoning, coding,and creative collaboration over Gemini. 22
This study aimed to assess the performance of two differentLLMs [ChatGPT-4.0 (C) and Google Gemini Pro Advanced 1.5 (G)]in terms of accuracy and repeatability regarding implant-supportedprostheses in Turkish-language responses. The null hypotheseswere that there would be no difference in the (1) accuracy or (2)repeatability of responses regarding implant-supported prosthesesinformation between C and G.

Material and Methods

Twelve specific questions related to implant-supported prostheseswere generated to evaluate the accuracy and repeatability of the Cand G software programs’ responses. This study did not requireethical approval because no human participants were involved, andno personal data were collected.
Two experienced prosthodontists (D.Y. and E.D.C.) generateda total of 15 open-ended questions using the Fixed Bridges andDental Implants Guidelines 24 published by The British Society forRestorative Dentistry and then translated them into Turkish. Ameasurement and evaluation specialist (D.K.) collaborated to verifythe content validity of the questions. The questions were editedbased on the feedback provided (Table 1). Twelve questions wereselected in accordance with expert opinions, and necessary arrange-ments were made. A small pilot study was conducted to determinethe comprehensibility of the questions. These questions were askedto both chatbot software in January 2025 from two different com-puters connected to the same internet network at the same time,according to the parameters presented in Table 2. Twelve questionswere asked to both C and G software programs at three differenttimes on the same day (in the morning, afternoon, and evening)twice at one-week intervals. Another condition considered in thestudy was to compare the responses of AI chatbots with and withoutpre-prompting. For these reasons, both conditions were manip-ulated, using the following pre-prompt to provide the chatbotswith a perspective: “I would like you to answer my questions as aprosthodontist.” In the non-pre-prompted case, the chatbots wereasked the questions directly without any explanation or perspective.A total of 24 randomized order questions were answered using the"new chat" option in each implementation to minimize memoryretention bias and reset the memory. These questions were admin-istered 12 times for the C software program and 12 times for the Gsoftware program. The responses were graded by two prosthodon-tists affiliated with the Department of Prosthodontics, Faculty ofDentistry, Alanya Alaaddin Keykubat University, using the holistic

rubric in Table 3, and mean values were calculated. The holisticrubric was used to evaluate the answers to the questions due to thehigher grading reliability (objective scoring) and internal validityof the rubrics compared to Likert-type scales in assessing cognitivecharacteristics such as knowledge and ability. 25
The performance of C and G software programs was evaluatedby calculating accuracy and repeatability. For the purposes of thisstudy, accuracy was defined as the ratio of accurate responses tototal repetitions within the set of questions created by C and Gsoftware programs, and its 95% confidence interval was calcu-lated using the Wald binomial technique. 26,27 The assessment ofrepeatability required performing concordance analyses that wereweighted for ordinal categories, incorporating multiple repetitionsof the gradings provided by the experts. This included evaluatingthe Brennan and Prediger coefficient, Cohen’s kappa coefficient,Fleiss’s kappa, and Krippendorff’s alpha coefficients, along withtheir respective 95% confidence intervals. The estimated coeffi-cients were categorized based on the benchmark scale suggestedby Gwet: <0.0 Poor, 0.0–0.2 Slight, 0.2–0.4 Fair, 0.4–0.6 Moderate,0.6–0.8 Substantial, 0.8–1.0 Almost Perfect. 28
In determining the technique for hypothesis testing, the nor-mality assumption was first examined with Kolmogorov-Smirnovand Shapiro-Wilk tests. Based on the normality test results, para-metric or nonparametric techniques were used. Accordingly, theMann-Whitney U test was used to determine whether there was asignificant difference between the means of the responses obtainedin the implementations (implementations 1-24) and the accuracy ofthe C and G, because the data were not normally distributed. In thecomparison of the grades obtained from C and G software programswith and without pre-prompting, as well as in the comparison ofthe responses received initially and one week later, each answer wasanalyzed with an independent t-test due to the normal distributionof the data. A one-way analysis of variance was used to comparethe responses obtained during morning, afternoon, and eveningimplementations. The concordance between the graders’ responsesand repeated responses by C and G software programs was calcu-lated with the Brennan and Prediger coefficient, Cohen’s kappacoefficient, Fleiss’s kappa, and Krippendorff’s alpha coefficients.The data were analyzed with a statistical software program (IBMSPSS Statistics for Windows, v25.0; IBM Corp., Armonk, New York,USA) for accuracy assessments, while another statistical softwareprogram (R Foundation for Statistical Computing, R Core Team,Vienna, Austria) was used for repeatability analysis (p<.05).

Results

Using C and G software programs, a total of 288 responses were gen-erated for each of the 144 questions asked before and after one weekat different hours of the day. Figure 1 shows the distribution of re-sponses generated by the chatbots. Figure 2 shows the distributionof mean responses generated from the implementations. Figure 3shows the distribution of the number of questions answered withcompletely correct responses from the implementations.
Comparison of Implementations Across All Conditions

Statistically significant p-values were found by comparing the im-plementations with the Kruskal-Wallis test (Table 4). There were nosignificant differences between the other implementation groups(p > 0.050).
Effect of Pre-prompting Within Weeks

When analyzing the effect of pre-prompting on the accuracy of re-sponses generated by chatbots within the same weeks, there wereno statistically significant differences between non-pre-prompted
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Table 1. Questions used in the study
QuestionNumber Question Text*

1 What factors should be considered when selecting implant systems for implant-supported fixed crown and bridge restorations?2 What factors should be considered during the intraoral examination for implant-supported fixed crown and bridge restorations?3 What factors should be considered when evaluating edentulous spaces in dental implant planning?4 What factors affect the number and position of implants in dental implant planning?
5 How many implants are required in the maxilla and mandible for implant-supported fixed crown and bridge restorationsand overdentures in completely edentulous patients?6 What are the differences between immediate implant placement and immediate loading protocols?
7 What factors influence the decision between cement-retained and screw-retained abutments in implant-supported fixedcrown and bridge restorations?
8 What systematic procedure should be followed for the delivery of screw-retained, implant-supported fixed crown and bridgerestorations?
9 What systematic procedure should be followed for the delivery of cement-retained implant-supported fixed crown and bridgerestorations?10 What radiological criteria should be considered before the fabrication of implant-supported prostheses?11 What are the clinical and radiographic success criteria for implant-supported prostheses?12 What criteria should be considered in the cantilever design of implant-supported fixed crown and bridge restorations?

* The questions presented were translated into Turkish.
Table 2. Definitions regarding question implementations

Time Preprompt Chatbot Initial After One week

Morning Pre-prompt Gemini Pro Advanced 1.5 Implementation 1(I1) Implementation 13(I13)
ChatGPT 4.0 Implementation 2(I2) Implementation 14(I14)

Non-pre-prompt Gemini Pro Advanced 1.5 Implementation 3(I3) Implementation 15(I15)
ChatGPT 4.0 Implementation 4(I4) Implementation 16(I16)

Afternoon Pre-prompt Gemini Pro Advanced 1.5 Implementation 5(I5) Implementation 17(I17)
ChatGPT 4.0 Implementation 6(I6) Implementation 18(I18)

Non-pre-prompt Gemini Pro Advanced 1.5 Implementation 7(I7) Implementation 19(I19)
ChatGPT 4.0 Implementation 8(I8) Implementation 20(I20)

Evening Pre-prompt Gemini Pro Advanced 1.5 Implementation 9(I9) Implementation 21(I21)
ChatGPT 4.0 Implementation 10(I10) Implementation 22(I22)

Non-pre-prompt Gemini Pro Advanced 1.5 Implementation 11(I11) Implementation 23(I23)
ChatGPT 4.0 Implementation 12(I12) Implementation 24(I24)

I, Implementation
Table 3. Holistic Rubric for answers

Holistic Rubric Criteria

Completely Incorrect
Response
(1 Point)

Content: The response is entirely unrelated to the main topic of the question or contains incorrect information.Scientific Basis: The provided information is scientifically inaccurate or inconsistent with reliable sources.Language and Terminology: Incorrect or inappropriate terminology is used.Clarity: The response is unclear and difficult to understand, failing to convey meaning to the reader.
Correct Response
Containing Errors

(2 Points)

Content: The response is partially relevant to the main topic but includes incorrect information.Scientific Basis: While containing some correct information, it also includes erroneous details that contradictthe accurate ones.Language and Terminology: The terminology is generally correct, but some inaccuracies are present.Clarity: The response is comprehensible; however, the presence of incorrect information diminishes theoverall accuracy.
Partially Correct

Response
(3 Points)

Content: The response is largely relevant to the main topic but lacks certain key details or is insufficiently developed.Scientific Basis: The provided information is accurate but does not comprehensively address the topic.Language and Terminology: The terminology is correctly used, but explanations need further elaboration.Clarity: The response is clear and understandable; however, the missing information prevents a thorough evaluation.
Completely Correct

Response
(4 Points)

Content: The response comprehensively and thoroughly addresses the main topic of the question.Scientific Basis: The information is accurate, up-to-date, and aligned with reliable sources.Language and Terminology: The terminology is used correctly and in a professional manner.Clarity: The response is clear, well-structured, and easy to understand, presenting information in a logical sequence.
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Table 4. Statistically significant p-values by comparisons of implementations using the Kruskal-Wallis Test and the accuracy percentages ofimplementations
Implementations Accuracy Percentages (%) I1 I4 I5 I6

Initial

nonpreprompt
Morning(INM) G I1 66.5C I2 79 0.068Afternoon(INA) G I3 70.75 0.597C I4 79 0.038*Evening(INE) G I5 66.5 1.000 0.038*C I6 85.25 0.007* 0.284 0.007*

preprompt
Morning(IPM) G I7 75 0.164 0.488 0.164 0.107C I8 81.25 0.041* 0.675 0.041* 0.590Afternoon(IPA) G I9 79 0.038* 1.000 0.038* 0.284C I10 83.25 0.013* 0.468 0.013* 0.724Evening(IPE) G I11 79 0.038* 1.000 0.038* 0.284C I12 85.25 0.038* 1.000 0.038* 0.284

After 1 week

nonpreprompt
Morning(ANM) G I13 70.75 0.484 0.166 0.484 0.032*C I14 81.25 0.023* 0.710 0.023* 0.479Afternoon(ANA) G I15 81.25 0.023* 0.710 0.023* 0.479C I16 77 0.159 0.823 0.159 0.288Evening(ANE) G I17 75 0.164 0.488 0.164 0.107C I18 75 0.238 0.557 0.238 0.158

preprompt
Morning(APM) G I19 77 0.107 0.763 0.107 0.214C I20 77 0.159 0.823 0.159 0.288Afternoon(APA) G I21 77 0.107 0.763 0.107 0.214C I22 81.25 0.041* 0.675 0.041* 0.590Evening(APE) G I23 77 0.060 0.691 0.060 0.146C I24 81.25 0.023* 0.710 0.023* 0.479

*Statistical significance was set at p<.05. I, Implementation; G, Google Gemini Pro Advanced 1.5; C, Chat GPT 4.0; INM, Initial Non-pre-prompt Morning; INA, Initial
Non-pre-prompt Afternoon; INE, Initial Non-pre-prompt Evening; IPM, Initial Pre-prompt Morning; INA, Initial Pre-prompt Afternoon; INE, Initial Pre-prompt Evening;
ANM, After One Week Non-pre-prompt Morning; ANA, After One Week Non-pre-prompt Afternoon; ANE, After One Week Non-pre-prompt Evening; APM, After One Week
Pre-prompt Morning; ANA, After One Week Pre-prompt Afternoon; ANE, After One Week Pre-prompt Evening

Figure 1. Distribution of responses generated by chatbots
G, Google Gemini Pro Advanced 1.5; C, Chat GPT 4.0

C and pre-prompted C (p = 0.460). However, a statistically sig-nificant difference was found between non-pre-prompted G andpre-prompted G (p = 0.026).

Effect of Pre-prompting Throughout the Day

When analyzing the effect of pre-prompting on the accuracy of chat-bot responses throughout the day, the analysis showed no statisti-cally significant differences for non-pre-prompted C (p = 0.889),pre-prompted C (p = 0.676), non-pre-prompted G (p = 0.229), andpre-prompted G (p = 0.854).

Effect of Time of Day on Accuracy (Without Pre-prompt)

The analysis showed no statistically significant difference in theaccuracy of answers provided by both C (p = 0.822) and G (p =

0.314) when evaluating responses from the chatbots throughoutthe day (morning, afternoon, and evening), without the effect ofpre-prompt variables.
Week-to-Week Comparison Without Pre-prompt

The analysis of chatbot accuracy across different weeks, without theeffect of pre-prompting, also revealed no statistically significantdifferences for ChatGPT between the initial week (p = 0.889) andone week later (p = 0.676). Similarly, Gemini’s performance showedno significant difference between the initial implementation (p =0.229) and one week later (p = 0.854).
General Effect of Pre-prompting

Overall, the effect of pre-prompting on chatbot accuracy, whenanalyzed irrespective of time or repetition, was not statisticallysignificant for either ChatGPT (p = 0.217) or Gemini (p = 0.217).
Week-Based Analysis of Pre-prompting

When the effect of pre-prompting was examined within weeks,there were no significant differences for non-pre-prompted C (p= 0.583), pre-prompted C (p = 0.620), or pre-prompted G (p =0.699). However, a statistically significant difference was foundin the non-pre-prompted G (p = 0.005), indicating variation inresponse accuracy over time.
Inter-rater Reliability and Repeatability

Table 5 presents the inter-rater reliability and repeatability coeffi-cients based on expert evaluations. The results demonstrate a highlevel of agreement among the raters across all statistical indices.Specifically, the Brennan and Prediger (κ = 0.87, SE = 0.01, 95% CI:
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Figure 2. Distribution of average responses generated by the implementations
G, Google Gemini Pro Advanced 1.5; C, Chat GPT 4.0; INM, Initial Non-pre-prompt Morning; INA, Initial Non-pre-prompt Afternoon; INE, Initial Non-pre-prompt Evening;
IPM, Initial Preprompt Morning; INA, Initial Pre-prompt Afternoon; INE, Initial Pre-prompt Evening; ANM, After One Week Non-pre-prompt Morning; ANA, After One Week
Non-pre-prompt Afternoon; ANE, After One Week Non-pre-prompt Evening; APM, After One Week Pre-prompt Morning; ANA, After One Week Pre-prompt Afternoon; ANE,
After One Week Pre-prompt Evening

Figure 3. Distribution of the number of questions completely correctly answered from the implementations
G, Google Gemini Pro Advanced 1.5; C, Chat GPT 4.0; INM, Initial Non-pre-prompt Morning; INA, Initial Non-pre-prompt Afternoon; INE, Initial Non-pre-prompt Evening;
IPM, Initial Preprompt Morning; INA, Initial Pre-prompt Afternoon; INE, Initial Pre-prompt Evening; ANM, After One Week Non-pre-prompt Morning; ANA, After One Week
Non-pre-prompt Afternoon; ANE, After One Week Non-pre-prompt Evening; APM, After One Week Pre-prompt Morning; ANA, After One Week Pre-prompt Afternoon; ANE,
After One Week Pre-prompt Evening

0.83–0.91), Cohen’s kappa (κ = 0.85, SE = 0.01, 95% CI: 0.81–0.89),and Fleiss’s kappa (κ = 0.81, SE = 0.02, 95% CI: 0.76–0.85) coeffi-cients all indicated “almost perfect” agreement based on Gwet’sbenchmark classification. Krippendorff’s alpha yielded a slightlylower coefficient (α = 0.78, SE = 0.06, 95% CI: 0.74–0.82), whichstill corresponds to a “substantial” level of agreement. These find-ings confirm that the expert scoring was consistent and repeatable,supporting the internal reliability of the applied holistic rubric.

Discussion

This study assessed the response performance of chatbots C and Gin answering questions related to implant-supported prosthesesin Turkish under different conditions. The results showed thatthe respective accuracies of C and G were 34.7% and 17.4%, whilethe repeatability of both chatbots ranged from “substantial” to“almost perfect.” Although both chatbots were highly reliable andconsistent in their responses, there was a significant difference intheir accuracy. Therefore, the first null hypothesis was rejected,while the second null hypothesis was accepted.
The Turkish response means C and G changed in different timeperiods and both pre-prompt and non-pre-prompt situations. For

non-pre-prompt situations, C consistently exhibited higher meansthan G, with a notable performance increase, especially duringthe afternoon and evening hours. Conversely, G’s responses main-tained a more stable pattern, demonstrating reliability. For pre-prompt conditions, C’s performance showed significant improve-ment, particularly during the morning and afternoon, althoughvariations were noted depending on the times. However, G main-tained consistent performance for pre-prompt conditions. Becausepre-prompts present an acceptable alternative, domain-specifictraining is crucial to improving LLM performance in healthcare,particularly with the development of models including expandedtoken limitations. 29 In addition, although both C and G are LLMs,their different architectural designs may also cause these differ-ences; thus, even under the same conditions, their output may differin terms of accuracy. ChatGPT’s GPT-4 architecture leverages rein-forcement learning from human feedback (RLHF), allowing it togenerate more adaptable and nuanced responses. By contrast, Gem-ini is based on Google’s LaMDA architecture, which emphasizes dia-logic coherence and contextual understanding. These foundationaldifferences may account for the observed variation in performanceacross tasks. Whereas ChatGPT uses a method of deep learning thatinvolves fine-tuning specific tasks on large datasets and is trainedusing the GPT (Generative Pretrained Transformer) architecture,



76 | Yilmaz&Colpak

Table 5. Repeatability and coefficients based on expert grading
Methods Coefficient SE 95%CI

(Range)
Benchmark

ScaleBrennan andPrediger 0.87 0.01 0.83 0.91 AlmostPerfect
Cohen kappa 0.85 0.01 0.81 0.89 AlmostPerfect
Fleiss kappa 0.81 0.02 0.76 0.85 AlmostPerfectKrippendorffalpha 0.78 0.06 0.74 0.82 Substantial

Benchmark scale: Poor <0.0, Slight 0.0-0.2, Fair 0.2-0.4, Moderate 0.4-0.6, Substantial 0.6-0.8, and Almost Perfect 0.8-1.0. CI, confidence interval; SE, standard error.

Gemini primarily provides a better understanding of context and isbuilt on Google’s LaMDA (Language Model for Dialogue Implemen-tation) neural network architecture. Because of the differences innetwork designs and training data, LLMs may provide completelydifferent results when asked the same questions, illuminating dif-ferent aspects. Whereas ChatGPT may generate more varied resultsbecause its training set is bigger. Gemini uses the most currentdata for training; however, ChatGPT-3.5 is limited to data up toSeptember 2021, which means that replies to more recent events ordevelopments may not be accurate or appropriate. 20,30 Comparedto its previous version, C’s 175 billion parameters allow it to providemore accurate and context-sensitive answers to complex medicalquestions. 15 Sanderson reported that the C does not explain ex-actly how it works, what data it uses, how the model works, andits enhanced capabilities, although the risk of producing inaccu-rate information (hallucination) is not completely eliminated. 23
Because hallucinations are still a problem, the need for professionalsurveillance persists. 8,13 Hallucinations are characterized by confi-dent yet reality-based responses and present significant risks inclinical environments, which may result in misdiagnoses or inap-propriate treatment options. Even with advancements in modelimprovements, the problem of hallucinations remains unsolved, re-quiring clinician surveillance in the application of LLMs for implant-supported prostheses.In the present study, C performed better than G in terms of thenumber of completely correct responses in all time periods andconditions in Turkish responses. In addition, C’s performance in-creased more significantly, especially in the pre-prompt condition.However, G showed lower performance in the non-pre-promptconditions but a more balanced increase when the pre-prompt wasused. In terms of time periods, it was found that both chatbotsperformed relatively poorly in the morning hours, whereas theirperformance was higher in the afternoon and evening hours. Thesefindings indicate that pre-prompting improves response qualityin both C and G, although this effect is more pronounced in C. Interms of time of day, morning hours have a diminishing effect onperformance, whereas chatbots provide higher-quality responsesduring the afternoon and evening hours. These results provideimportant clues for understanding how chatbot performance varieswith time and conditions.The accuracy of responses generated by LLMs depends on thequantity, quality, and variety of data utilized during their trainingprocess. 14 Using a pre-prompt and prompting with detailed knowl-edge of the literature enhances this accuracy. 9,29 The results ofthis study are consistent with the findings of Gheisarifar et al. 8
regarding patients’ frequently asked questions in prosthodontics,Chatzopoulos et al. 6 regarding clinically relevant questions in peri-odontology, Özdemir and Yapici 31 regarding restorative dentistry,and Rokhshad et al. 32 regarding pediatric dentistry.The AIs may generate different answers to the same questionson different days and at different times of the day. In contrast tothe present study, Freire et al., 12 using open-ended prosthodon-tic questions, found that C was inadequate in providing accurate(25.6%) and consistent (ranging from substantial to moderate) an-

swers regarding removable prostheses and tooth-supported fixedprostheses. 12 Another study on implant dentistry reported thatGemini showed higher reliability and usefulness grades in compar-ison to ChatGPT-3.5 and ChatGPT-4.0 in closed questions. 19 On theother hand, ChatGPT-3 achieved 100% accuracy in defining radio-graphic landmarks. 33 The discrepancies in the findings may resultfrom variations in issues relevant to different dental specialties, thecontent and type of the questions asked, time-based updates, diver-gences in the pre-prompts used, and differences in the languageused to ask the questions.Variations were observed even though the responses to the re-peated questions in Turkish showed an acceptable level of repeata-bility. The findings indicate that the “almost perfect” agreementobserved in the Brennan and Prediger’s, Cohen’s kappa, and Fleiss’skappa coefficient results suggests that raters evaluated the ques-tions similarly, demonstrating high repeatability. By contrast, theslightly lower Krippendorff’s alpha value may be attributable tothis coefficient’s sensitivity to different data distributions. How-ever, this does not compromise the overall reliability of the study.In terms of inter-rater reliability, it was found that two gradersscored the responses in a previous study 12, and a third specialistgrader was consulted when there was a discrepancy between thegraders. Therefore, in this study, the responses were scored by twograders, and because no inconsistencies were observed, the opinionof a third expert was not required. This methodological design isconsistent with that of other studies. 6,8,12,19
In terms of repeatability, consistent with the present study, Tay-mour et al. 18 reported that ChatGPT-3.5, ChatGPT-4.0, and GoogleGemini chatbots showed acceptable levels of reliability in dentalimplant-related questions, and Rokhshad et al. 32 reported thatGoogle Bard, ChatGPT-4.0, Llama, Sage, Claude 2 100k, Claude-instant, Claude-instant-100k, and Google Palm chatbots displayedhigh levels of consistency in pediatric dentistry questions. Thisrepeatability aligns with findings from other studies, which indi-cate that AI-generated responses may vary in categories besidesmaintaining factual accuracy. 8 According to Gheisarifar et al., 8

consistency evaluation showed that although ChatGPT-3.5 did notmeet acceptable consistency levels for patients’ commonly askedquestions in prosthodontics, the Gemini, ChatGPT-4.0, and Bingchatbots did. Furthermore, ChatGPT-4.0 showed the highest con-sistency compared to other chatbots. These findings strongly in-dicate that the holistic rubric used in the present study was well-designed, the rater training was effective, and the grading processwas reliable regarding repeatability.The limitations of this study include the specificity of the subjectconcerning implant-supported prostheses in Turkish, and the lim-ited number of reviewers. It is not advisable to make assumptionsabout other topics. Another limitation was that only the most com-monly selected chatbots were used, which exhibited differences inarchitecture, updates, and training data; however, new chatbotshave been introduced recently. The limited sample of chatbots, thestudy’s exclusive focus on the Turkish language, and the lack ofvisual-based question types limit the generalizability of the results.Moreover, even when achieving a high level of agreement among
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raters, the potential of human subjectivity may influence the objec-tivity of the ratings. Future studies should build upon these findingsby utilizing larger datasets and incorporating different questiontypes, including images, to develop a more comprehensive under-standing of chatbot performance.

Conclusion

Based on the findings of this study, the following conclusions weredrawn:
• 1. The use of pre-prompting improved accuracy and repeatabil-ity in both C and G, although this effect was more pronouncedin C.• 2. C gave a more accurate response in the evening, whereas Gshowed improved accuracy in the afternoon.• 3. Although the answers generated by G were less accurate thanthose of C, G has the ability to update faster than C.• 4. Both C and G have limitations in providing accurate and re-peatable responses regarding implant-supported prostheses.Clinicians should be aware of these limitations.

Although LLMs demonstrate promising reliability levels, theirlimited accuracy in domain-specific tasks such as those relating toimplant-supported prostheses underlines the necessity of humanverification. Incorporating structured pre-prompting and time-aware usage may enhance their future utility in clinical practice.
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