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Abstract 

In the last 50 years, the effect of cancer disease on the annual number of deaths has increased significantly. This has led to an 

increase in research on early detection and diagnosis of cancer. Early diagnosis of cancer increases the chance of surviving the 

disease and reduces the possibility of recurrence of the disease. The technological advances in artificial intelligence and machine 

learning are used to analyse patient data, while at the same time reducing the likelihood of developing diseases. In this paper, 7 

different machine learning algorithms commonly used in the literature are used for breast cancer diagnosis. These are: Logistic 

Regression (LR), K-Nearest Neighbours (KNN), Support Vector Machines (SVM), Radial Basis Function (RBF) Kernel, Naive 

Bayes, Decision Tree (DT), and Random Forest (RF) algorithms. In our study, two separate datasets were used for breast cancer 

diagnosis. In the first dataset, Random Forest, SVM (RBF), and SVM (Linear) algorithms had the highest accuracy value of 96.5, 

while the K-Nearest Neighbours algorithm had the highest sensitivity value of 98.8, and the decision tree algorithm had the 

highest specificity value of 98.1. The K-Nearest Neighbour algorithm was also found to be the fastest algorithm, with 1.03 

seconds. In the second dataset with different data, the K-Nearest Neighbours algorithm reached the highest accuracy value of 

97.7 and was observed to be the second fastest algorithm with 1.48 seconds after the Gaussian Naive Bayes algorithm with 1.14 

seconds. 
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1. Introduction 

The second most common cause of cancer-related deaths among women is breast cancer. The risk of breast 

cancer death for a woman is around 1 in 43, or 2.3% [1]. This study compares a number of machine learning 

methods for data analysis and breast cancer prediction early detection. 

1.1. Breast Cancer 

Breast cancer is a cancer of the breast and surrounding tissue. It is more common in women after skin cancer, but 

it can also affect men. After skin cancer, it is considered the most dangerous cancer in women's lives [2]. The 

funding of scientific research to develop treatments and early detection, as well as media coverage to increase 

awareness of breast cancer, have enhanced the diagnosis and treatment of the disease. According to the American 

Cancer Society, women will experience 49,290 new instances of ductal carcinoma in situ (DCIS) and 281,550 new 

cases of invasive breast cancer in 2021. The lifetime risk of breast cancer is 13% for women, and between 2010 and 

2022, the annual death rate from breast cancer dropped by 1.2% [1]. 

1.2. Artificial Intelligence and Machine Learning 

Artificial intelligence is the attempt to simulate human intelligence through devices, and in most cases, the device 

used is a computer. Artificial intelligence relies on three cognitive abilities to emulate human intelligence: learning, 

reasoning, and self-correction (learning from mistakes). Artificial intelligence works by analysing data and creating 

rules for analysing that data to derive a possible benefit from it. Machine learning: The term machine learning 

emerged when scientists wanted to know about the ability of computers to learn from data [3]. 

Machine learning is tested by inputting new data and testing its ability to reach correct results, and the computer 

learns from previous data [4]. After the technological revolution, the increasing impact of artificial intelligence (AI) 

and the importance of machine learning (ML) and artificial intelligence in our lives are having a pioneering way, 

especially in the treatment and diagnosis of diseases. Advances in machine learning have helped diagnose diseases 

by using large data sets to detect diseases early, especially in chronic diseases such as cancer [5]. 

1.3. Disease Identification 

The machine learning method allows us to create models relating multiple variables to a disease. Machine 

learning algorithms analyse data, identify correlations between variables, and display the results. Clinicians now 

have access to vast amounts of data, including clinical symptoms, biochemical assays, and imaging device outputs, 

all of which are incorporated into machine learning models. There are several valuable data types to make an 

accurate medical diagnosis using machine learning, such as disease, environmental, and genetic data. It also has 

many benefits in research on risk factors and increases the efficiency of diagnosis [6-7]. 

2. Literature Review 

In Jacob and Ramanai’s study, they compared the performance of various classification algorithms. The best 

algorithms were random forest and decision trees with 100% accuracy [8]. 

Abyan Farid Agharib compared six machine learning algorithms to analyze data of breast cancer patients to help 

diagnose the disease. Algorithms used: Linear regression, multilayer perception, nearest neighborhood, search, 
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softmax regression, support vector machine. Algorithms are compared based on their test accuracy, sensitivity, and 

specificity values. All algorithms showed a success of more than 90%, and the best result of the MLP algorithm 

showed an accuracy of 99.04% [9]. 

Sengar and others compared two machine learning algorithms. Using the Wisconsin diagnostic dataset, the same 

dataset we used in this paper, they compared the test accuracy of the logistic regression algorithm and the decision 

tree algorithm. Both algorithms showed more than 90% success results, showing the superiority of the decision tree 

algorithm with a 100% accuracy rate [10]. 

Jain and others used five classification algorithms to classify the type of breast cancer, K-Nearest Neighbor, 

Logistic Regression, Random Forest, SVM, and Decision Tree. With 96.52% and 98% eloquent effectiveness, 

Logistic Regression and K-Nearest Neighbor were the best indicators [11]. 

Ojha and Goel used a total of eight algorithms, four of which are classification algorithms: KNN, SVM, Naive 

Bayes, and C5.0, which is the algorithm used in data mining as a decision tree classifier that can be employed to 

generate a decision. Four of them are clustering algorithms, which are K-means, Expectation Maximization, 

Partitioning around Medoids, and Fuzzy c-means. C5.0 and SVM classifiers were the best prediction algorithms 

with an accuracy of 0.813, while the fuzzy mean clustering algorithms came out worse with an accuracy of 0.3711 

[12]. 

In Özkan and Gündüz's study, they utilize the Breast Cancer Database, the exhibition of AI calculations in 

anticipating the shot at endurance following bosom malignant growth was investigated Surveillance Epidemiology 

and End Result (SEER). The algorithms used: Naive Bayes, J48 algorithm is used to classify different applications 

and performs accurate results of the classification, SVM and Multiobjective and Evolutionary Fuzzy Classifier 

(MEFC), the J48 algorithm showed a success rate of 93.02 and a speed of 84.39 seconds, which is considered the 

second fastest algorithm used [13]. 

In Kıyan and Yildirim’s study, they tested diagnosing breast cancer using structural neural networks’ 

performance, comparing the accuracy of different structural neural networks. Radial Basis Functions, Probabilistic 

Neural Networks, Generalized Regression Neural Networks (GRNN), The RBF and PNN structures showed the 

highest rate with 100% training accuracy. The GRNN structure test result showed the highest accuracy rate of 

98.8%. 

Based on the overall findings, GRNN appears to be the best neural network model for WBCD data classification 

[14]. 

Hazra and others’ study showed that the Naive Bayes algorithm produces the highest accuracy with an average of 

97.3978% with only five dominant features and a time of 0.102023 ms, which is the fastest algorithm comparing the 

other two classifiers (Support Vector Machine and Ensemble) [15]. 

Abdulla and others compared five machine learning algorithms. The SVM algorithm achieved the highest 

accuracy rate of 97% when combined with other algorithms such as Random Forest, Naive Bayes, and KNN. 

Convolutional neural networks (CNNs) the Deep Learning algorithm has reached 98% accuracy [16].  

Shravya and others focused on creating prescient models to accomplish a decent rate utilizing regulated AI 

techniques. As a result of the comparison of three algorithms, k-nearest neighbor, logistic regression and SVM, the 

SVM algorithm gave the best result for breast cancer prediction with the highest accuracy rate of 92.7% [17].  

Al-Azzam and Shatnawi compared the effectiveness and accuracy of supervised learning (SL) and semi-

supervised learning (SSL) algorithms for breast cancer detection. SSL requires less data and is less expensive than 

SL. As a result of this study, SSL algorithms are almost as accurate as SL algorithms, where the predictions were 

correct for all malignant and benign tumours with a rate between 91% and 98%. KNN algorithms (SL = 98.4% & 

SSL = 97.4%) and logistic regression (SL = 97% & SSL = 98.4%) produced the best result. It is possible to replace 

supervised learning algorithms with semi-supervised learning algorithms [18]. 

Darwich and Islam provide suggestions for further study after weighing the advantages and drawbacks of every 

machine learning technique and dataset [19-20]. 
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3. Material and Method 

3.1. Machine Learning Classification 

Logistic Regression is a fundamental classification method and is one of the quickest and uncomplicated 

classifications, and is convenient for interpreting results. It can apply to multiclass problems since it is a binary 

classification algorithm [21]. 

One kind of supervised machine learning technique is the K-Nearest Neighbors algorithm. KNN can handle 

challenging classification tasks and is simple to implement. Considering that there is no exceptional training phase, 

it is a lazy learning algorithm. It is a nonparametric learning algorithm, meaning that it has no prior knowledge or 

assumption about the underlying data. KNN algorithm needs more memory and more time to scan all data points 

[22]. Support vector machines outperform other classifiers like logistic regression and decision trees in terms of 

accuracy. Gene classification, handwriting recognition, facial identification, intrusion detection, email 

categorization, news articles, and web pages are just a few of the many uses for it. SVM is an algorithm with rather 

straightforward ideas. An SVM classifier is also referred to as a different classifier since it uses the hyperplane with 

the largest margin to separate the data points. Performance is improved by linear SVM training, which is quicker 

than non-linear ones (such as the RBF kernel) [23-25]. 

Naive Bayes is the simplest and fastest classification algorithm suitable for a large portion of data.  A naive 

Bayes classifier is used in spam filtering, text classification, and recommendation systems. The classifier trains the 

model on a particular dataset and measures its functioning in the learning phase, and performance is evaluated based 

on various criteria such as accuracy, error, and recall [26]. 

An internal node's decision tree property, in which each leaf node indicates the outcome and the branch reflects a 

decision rule and a tree structure resembling a flowchart. This framework, which resembles a flowchart, aids in 

decision-making. Similar to a flowchart diagram, visualization readily imitates human-level thought processes. 

Decision trees are, therefore, simple to comprehend and analyze. Compared to the neural network algorithm, the 

training period is quicker. It is a non-parametric or distribution-independent approach that is independent of 

assumptions about probability distributions. High-dimensional data can be accurately processed by decision trees 

[27-28]. 

A supervised learning technique used for regression analysis or classification is called random forests. In contrast 

to other algorithms, it is versatile and simple to use. Random data samples are used to make the decision; each tree 

is estimated, and the best outcome is chosen by voting. It can be used for many things, such as feature selection and 

image rating. The choice is based on a divide-and-conquer strategy and uses a tree-clustering method (randomly 

partitioned data set) [29]. 

3.2. Datasets 

The first dataset, named the Diagnostic Wisconsin Breast Cancer Database, contains information about breast 

cancer patients, determining whether their cancer diagnosis is malignant or benign, as prepared by researchers at the 

University of Wisconsin with expertise in databases and general surgery [30]. This dataset is widely used in breast 

cancer diagnosis using machine learning and statistical analysis techniques. The dataset consists of 569 samples in 

total. Of these samples, 212 represent malignant tumours (Malignant - M) and 357 represent benign tumours 

(Benign - B). The dataset contains 30 numerical features for each sample, in addition to 1 target variable (diagnosis) 

and 1 ID column containing the patient identification number. 

The second dataset, named the Original Wisconsin Breast Cancer Database, is also a widely used dataset for 

breast cancer diagnosis [31]. The dataset, containing 699 samples in total, consists of 10 columns, each with 9 

numerical features and 1 class label (benign or malignant). The features include morphological measurements 
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obtained from microscopic images of cells. Each feature is rated on a scale from 1 to 10. The class label indicates 

whether the tumour is benign or malignant. 

3.3. Evaluation Metrics 

Three evaluation metrics were used to compare the performance of the algorithms: accuracy, sensitivity, and 

specificity. Accuracy is one of the evaluation measures used to evaluate a classification model's overall 

performance. The ratio of projected samples to total samples is known as accuracy. When the distribution of classes 

is balanced, it is ideal [32]. Sensitivity indicates how accurately the model predicts examples belonging to the 

positive class. This metric expresses the rate at which the model correctly recognizes examples belonging to the 

positive class. It is especially used in applications where correctly detecting examples belonging to the positive class 

is important [33]. The rate at which the model accurately identifies instances from the negative class is known as 

specificity. This indicator demonstrates how well the model forecasts instances from the negative class. In 

applications where accurately identifying examples from the negative class is crucial, it is particularly utilized [33]. 

4. Results 

As a result of pre-processing the breast cancer data set from the first database, a data set consisting of 30 traits 

and class values contains 18240 records. The second database provides ten items and 6990 record-classification 

assessments. We did the experiments and described them in the Jupyter notebook using the Python programming 

language. We separated the dataset into 75% for training and 25% for testing. In the first dataset, the number of 

records in the training set is 13680, and the amount of data used in the test set is 4560. In the second dataset, the 

number of records in the training set is 5243, and the amount of data used in the test set is 1748. The data set was 

analyzed using logistic regression, K-Nearest Neighbors, Naive Bayes, decision tree, random forest, and SVM. Each 

of the algorithms gave results with different success rates. In the first database, SVM Linear, SVM RBG, and 

random forests achieved an equal accuracy rate of 96.5%. The algorithm with the lowest rate was the Naive Bayes 

calculation with a pace of 92.3%. In the second database, K-Nearest Neighbor had the highest accuracy rate of 

97.7%, and the algorithm with the lowest accuracy rate was the Decision Tree Classifier algorithm with 93.7%. 

Algorithms’ run times vary widely in the application. We take the average of running seven algorithms. The fastest 

learning algorithm for the first database is the K-Nearest Neighbor algorithm with 1.03 seconds, and the slowest 

algorithm is the Random Forest Classifier algorithm with 33.43 seconds. The Gaussian Naive Bayes algorithm is the 

fastest in the second database with 1.14 seconds, and the logistic regression algorithm is the slowest with 16.67 

seconds. In the following table, you can see the success rates of the algorithms and the average timing for each 

algorithm.  
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Fig. 1. Evaluation results for the first dataset. 

 

 

Fig. 2. Processing time results for the first dataset. 
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Fig. 3. Evaluation results for the second dataset. 

 

 

Fig. 4. Processing time results for the second dataset. 
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4. Conclusion 

Breast cancer early detection is necessary to reduce mortality and increase the likelihood of recovery. This paper 

aims to apply the classification algorithms that can help identify breast cancer characteristics, clean the data, and 

identify traits that can help predict breast cancer. As a result of this study, the first data set, we found that the linear 

and non-linear SVM algorithms and the random forest algorithms nearby to the highest accuracy of 96.5%. For the 

second dataset, we found that the K-Nearest Neighbors algorithm achieved the highest accuracy of 97.7%. With this 

result, we conclude that it is possible to predict the likelihood of developing breast cancer using artificial 

intelligence and early detection, which helps in treatment and early prevention. 
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