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Öz 

Bu çalışma, felç teşhisi için makine öğrenmesi ve derin öğrenme tabanlı bir akıllı teşhis sistemi önermektedir. 

Sağlık sektöründe yapay zekânın (AI) kullanımı, büyük veri analitiği ve dijitalleşme ile birlikte artmaktadır. Felç, 

dünya genelinde yaygın bir nörolojik hastalık olup erken teşhisle ölüm ve sakatlık oranları önemli ölçüde 

azaltılabilir. Çalışmada, Kaggle platformundaki 4909 bireyi kapsayan “Felç Tahmin Veri Seti” kullanılmıştır. Bu 

veri seti, yaş, cinsiyet, hipertansiyon, kalp hastalığı, yaşam tarzı gibi 12 giriş özelliği ve felç durumunu gösteren 

bir çıkış özelliği içermektedir. Veri ön işleme adımları olarak eksik verilerin ortalama ile doldurulması, kategorik 

verilerin One-Hot Encoding ile sayısallaştırılması, Min-Max Ölçeklendirme ve SMOTE ile sınıf dengesizliği 

çözülmüştür. Çalışmada, 15 farklı makine öğrenmesi ve derin öğrenme algoritması (Random Forest, Voting 

Classifier, Histogram Gradient Boosting, SVM, MLP vb.) değerlendirilmiş; performansları doğruluk, hassasiyet, 

geri çağırma, F1-skoru ve ROC-AUC metrikleriyle ölçülmüştür. Voting Classifier, %98,5 doğruluk ve 0,99 AUC 

ile en yüksek performansı göstermiştir. Random Forest ve Histogram Gradient Boosting gibi ağaç tabanlı modeller 

de yüksek doğruluk oranlarıyla dikkat çekmiştir. Hiperparametre optimizasyonu için GridSearchCV ve 

RandomizedSearchCV kullanılmış, aşırı öğrenmeyi önlemek için erken durdurma, düzenlileştirme ve dropout 

teknikleri uygulanmıştır. Bulgular, topluluk öğrenme yöntemlerinin felç teşhisinde geleneksel yöntemlere 

üstünlük sağladığını göstermektedir. Çalışma, yapay zeka tabanlı klinik karar destek sistemlerinin sağlık sektörüne 

entegrasyonunun önemini vurgulamakta ve gelecekte daha büyük veri setleriyle model performansının 

artırılabileceğini önermektedir. 

 

Anahtar kelimeler: Felç teşhisi, Makine öğrenmesi, Derin öğrenme, Topluluk öğrenmesi, Klinik karar destek 

sistemleri 
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Abstract 
This study proposes an intelligent diagnostic system based on machine learning and deep learning for stroke 

detection. The use of artificial intelligence (AI) in healthcare is increasing alongside big data analytics and 

digitalization. Stroke, a prevalent neurological disease worldwide, can have its mortality and disability rates 

significantly reduced through early diagnosis. The study utilizes the “Stroke Prediction Dataset” from Kaggle, 

encompassing 4909 individuals. This dataset includes 12 input features such as age, gender, hypertension, heart 

disease, and lifestyle factors, along with one output feature indicating stroke status. Data preprocessing steps 

involved filling missing values with the mean, converting categorical data to numerical format using One-Hot 

Encoding, applying Min-Max Scaling, and addressing class imbalance with SMOTE. Fifteen different machine 

learning and deep learning algorithms (e.g., Random Forest, Voting Classifier, Histogram Gradient Boosting, 

SVM, MLP) were evaluated, with performance measured using accuracy, precision, recall, F1-score, and ROC-

AUC metrics. The Voting Classifier achieved the highest performance with 98.5% accuracy and an AUC of 0.99. 

Tree-based models like Random Forest and Histogram Gradient Boosting also demonstrated high accuracy. 

Hyperparameter optimization was performed using GridSearchCV and RandomizedSearchCV, while early 

stopping, regularization, and dropout techniques were applied to prevent overfitting. The findings highlight the 

superiority of ensemble learning methods over traditional approaches in stroke diagnosis. The study underscores 

the importance of integrating AI-based clinical decision support systems into healthcare and suggests that model 

performance could be further enhanced with larger datasets in the future. 

 

Keywords: Stroke diagnosis, Machine learning, Deep learning, Ensemble learning, Clinical decision support 

systems 
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1. Introduction  

Artificial intelligence (AI) enables computer systems to learn from examples, allowing them to mimic the 

learning process, one of the basic functions of the human brain. Deep learning, as a sub-branch of machine 

learning, stands out with its ability to analyze large datasets and identify complex patterns. Especially in 

healthcare, AI-based systems are widely used to speed up diagnostic processes, support treatment decisions 

and improve patient care [1-2]. Healthcare is becoming increasingly digitalized and the need for big data 

analytics is growing as patient data moves to electronic media. The Health 4.0 concept promotes the use of 

artificial intelligence in disease diagnosis, supporting personalized treatment approaches [3]. Artificial 

intelligence provides successful results in many fields such as medical imaging, analysis of patient records 

and evaluation of genetic data, and increases the diagnostic accuracy of physicians with clinical decision 

support systems [4]. 

 

Stroke is one of the most common neurological diseases worldwide, affecting approximately 13.7 million 

people and causing 5.5 million deaths each year [5].  Ischemic strokes account for 87% of total strokes and 

this proportion has been increasing over the years [6]. Stroke is a sudden health problem that can seriously 

affect the quality of life of patients and cause permanent disability. However, with early diagnosis and rapid 

intervention, stroke-related deaths and disability rates can be prevented by approximately 80%. [7]. 

 

Recent studies show that machine learning and deep learning algorithms offer significant advantages in 

stroke diagnosis [8-9].  Compared to traditional diagnostic methods, artificial intelligence models can make 

disease predictions over large datasets and help diagnose diseases faster. In particular, combining methods 

such as deep neural networks (DNN), convolutional neural networks (CNN) and recurrent neural networks 

(RNN) with medical image analysis significantly improves diagnostic accuracy [1], [10].  The use of machine 

learning (ML) and deep learning (DL) based models for stroke diagnosis has become an important area of 

research in recent years [11]. Performance comparisons of various algorithms have been made and the most 

accurate methods have been identified. Caliskan and Ates used common machine learning algorithms such 

as Logistic Regression (LR), Decision Tree (DT), Support Vector Machines (SVM) and k-Nearest Neighbors 

(KNN) for stroke risk assessment. According to the results obtained, the DT model showed the highest 

success with 91% accuracy rate. Other models were evaluated in terms of classification performance with 

89% accuracy for SVM, 81% for KNN and 75% for LR. [12]. In a similar study, Oğuz et al. performed a 

comparative analysis using 13 different machine learning models for early diagnosis and risk classification 

of stroke. As a result of the experiments, the Random Forest Classifier (Random Forest) was found to be the 

most successful model with a 99.425% accuracy rate [13]. 

 

In addition to machine learning-based approaches, DL and ML techniques also provide effective results in 

medical image analysis and classification processes. Alhatemi et al. conducted a study on the analysis of 

brain MRI images using DNN. Popular deep learning models such as DenseNet121, ResNet50, Xception, 

MobileNet, VGG16 and EfficientNetB2 were used in the study. The highest accuracy rate of 98.8% was 

obtained with the EfficientNetB2 model. The model’s sensitivity, precision and F1-score were also quite 

high, indicating that deep learning has great potential in stroke diagnosis [14]. Nancy et al. developed a stroke 

diagnosis model based on Deep Kernel Extreme Learning Machine (DKELM-AS) using 

electroencephalogram (EEG) data. The Fast Hartley Transform (FHT) was used to extract features from EEG 

signals and the DKELM-AS model achieved 95.2% accuracy. EEG-based diagnostic systems offer a faster 

and more cost-effective alternative to conventional imaging methods [15]. In another study focused on image 

analysis, UmaMaheswaran et al. developed a model for optimal feature selection in acute stroke diagnosis 

by analyzing computed tomography (CT) images. Feature extraction methods such as Local Binary Pattern 

(LBP), Gabor Filter and Discrete Wavelet Transform (DWT) were used. The XGBoost model achieved the 

best results with a 97% accuracy and a 0.015% false positive rate. The model showed a higher accuracy than 

traditional support vector machine (SVM), artificial neural network (ANN) and naive Bayes (NB) methods 

[16]. Ensemble machine learning techniques also offer significant advantages for stroke diagnosis. Srivinas 

et al. developed an ensemble learning-based diagnosis method by combining Random Forest, Extra Trees 

and Histogram Gradient Boosting (HGB) models. By combining the predictions from the individual 

classifiers, the model improved accuracy and enabled more reliable results in clinical practice. The study also 

suggested that the use of swarm intelligence-based optimization techniques in the future could further 
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improve model performance [17]. These studies emphasize the importance of artificial intelligence (AI) and 

big data analytics in stroke diagnosis. Artificial intelligence models can support clinicians in the early 

diagnosis process by analyzing individual patient data in detail. With the Health 4.0 concept, personalized 

healthcare services are becoming widespread and the integration of machine learning-based models into 

clinical decision support systems is becoming increasingly important [4]. 

 

In this study, unlike the literature, the performance of ensemble learning techniques and traditional machine 

learning models in stroke diagnosis is investigated in depth. In this context, we systematically evaluate the 

potential of ensemble methods such as Random Forest, Extreme Randomized Trees and Histogram-based 

Gradient Boosting to offer superior performance compared to individual classifiers. Furthermore, the 

practicality and generalizability of these models in clinical applications are tested on real-world data to 

provide a new perspective to the literature. 

 

The datasets used in this study consist of a comprehensive pool of data including patient histories, biometric 

measurements and lifestyle factors [18]. During the modeling process, detailed analyses were performed on 

these data to evaluate the performance of AI-based diagnostic systems. By emphasizing the critical 

importance of early diagnosis, the study aims to demonstrate the integration of AI-based clinical decision 

support systems into the healthcare sector and their transformative impact on clinical applications. 

 

In the rest of the paper, the study consists of Material and Method, Results and Discussion, and Conclusion 

sections. In the Materials and Method section, the datasets, algorithms and modeling processes used are 

explained in detail. In the Results and Discussion section, the performance of the proposed models is 

evaluated and comparative analysis with the literature is presented. The conclusion summarizes the findings 

of the study, discusses its contributions to clinical practice and provides recommendations for future research. 

 

2. Material and Method 
 

The use of artificial intelligence and machine learning algorithms in stroke diagnosis increases the importance 

of big data analysis in the healthcare industry. Machine learning (ML) has become an effective tool in pattern 

recognition and data classification processes in disease diagnosis. Deep learning (DL) offers the ability to 

learn from more complex datasets using neural network structures. In this study, various ML and deep 

learning algorithms are used to determine the model with the highest accuracy rate in stroke diagnosis. 

 

Dataset Description 

 

In this study, the “Stroke Prediction Dataset” [18] on Kaggle, which covers 4909 individuals, is used. This 

dataset consists of 13 attributes in total, 12 different input attributes for classification and prediction about 

the risk of having a stroke and a single output attribute that provides information about the stroke status. Each 

attribute in the dataset represents various information about the health status and lifestyle of individuals and 

reveals important factors affecting the risk of stroke. Table 1 provides detailed descriptions of each attribute. 

  
Table 1. Dataset descriptions 

 
Attribute Description 

id Identification Number 

gender Female/Male 

age age 

hypertension 

heart_disease 

ever_married 

work_type 

residence_type 

avg_glucose_level 

bmi 

smoking_status 

stroke 

Available :1, Not Available :0  

Available :1, Not Available:0  

Yes/No 

Private Sector / State / Unemployed 

Rural/Urban 

Reference Value  

Reference Value  

Yes/No 

Stroke:1, No stroke:0 
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Analyzing these variables together provides a better understanding of the relationships between individuals’ 

health status and their risk of stroke. Stroke is a common health problem worldwide and such data plays an 

important role in formulating health policies and directing health services [4-5]. 

 

In the data analysis process, data cleaning, visualization and application of various machine learning 

algorithms were performed. In this process, the general structure of the dataset was examined by considering 

the missing data processing with appropriate methods. The distribution of the data was visualized using 

histograms and box plots for continuous variables and bar charts for categorical variables (Figure 1). 

 

 
 

Figure 1. Boxplot presentation of age, bmi and avg_glucose_level features 

 

In addition, correlation analyses were performed to evaluate the relationships between variables (Figure 2). 

The findings contributed to the development of medical decision support systems and enabled the analysis 

of determinants of health outcomes. These analyses provided important information for personalizing 

treatment plans, increasing the efficiency of healthcare services and improving clinical decision-making 

processes [3]. Data-driven approaches have the potential to help develop future health applications and 

optimize patient care processes. 

 

 
 

Figure 2. Heatmap of the Correlation Matrix for Numerical Variables 
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Data Preprocessing Methods 

 

In the data analysis process, it is often not possible to use the raw data directly. Therefore, a series of pre-

processing steps were applied to improve the quality of the data and the performance of the machine learning 

models. 

 

During the initial data quality analysis, it was observed that the dataset contained missing values. Upon 

inspection, these were found exclusively in the “Body Mass Index” (BMI) variable, with a total of 201 

records lacking this information. To maintain the integrity of the dataset and prevent a negative impact on 

model performance, these missing entries were imputed using the mean of the BMI variable. This mean 

imputation method was chosen as it is a standard technique that preserves the central tendency of the variable 

without significantly distorting its overall distribution. This process ensured that the statistical properties of 

the dataset were maintained, providing a more reliable foundation for the modeling phase. 

 

The categorical variables in the dataset (e.g. gender, marriage status, smoking) should be converted into the 

numerical format required by the machine learning models. For this purpose, the One-Hot Encoding method 

was applied. This method digitized categorical data by creating new binary (0/1) variables for each 

categorical variable. 

 

Numerical features in the dataset (age, BMI, glucose level) may negatively affect the performance of machine 

learning models due to their different scales. To solve this problem, these variables are scaled between 0 and 

1 using the Min-Max Scaling method. This method performs normalization by considering the minimum and 

maximum values of each feature. Scaling is especially critical for distance-based algorithms (e.g. K-Nearest 

Neighbor) and gradient-based methods, as it ensures that models give equal weight to all features. 

 

Since the proportion of individuals who suffered a stroke in the dataset is quite low, the problem of class 

imbalance arises. This can lead to models not learning enough about the minority class (stroke survivors). 

SMOTE (Synthetic Minority Over-sampling Technique) was used to solve this problem. SMOTE is a 

technique that balances the class distribution by adding synthetic examples to the minority class. This method 

generates new samples by interpolating between data points in the minority class, thus allowing the model to 

better learn the minority class [19]. These pre-processing steps made the dataset suitable for machine learning 

models and contributed to improving model performance. 

 

Modeling Process and Algorithms Used 

 

In this study, 15 different algorithms based on machine learning (ML) and deep learning (DL) were evaluated 

to optimize stroke diagnosis. The algorithms used in this study are grouped into three main categories 

according to their learning methods. These categories are 1) ensemble learning models, 2) support vector 

machines and neural networks, and 3) tree-based and statistical models. The aim of the study is to contribute 

to the analysis of health data by identifying the method with the highest accuracy as its overall schema 

visually described in Figure 3. 

 

Community Learning Models 

 

Ensemble learning models aim to achieve higher accuracy by combining the predictions of multiple 

algorithms. The following algorithms are used in this category: 

 Random Forest (RF): It is a model created by combining multiple decision trees. Trees trained 

with random subsets produce the final prediction by voting [20]. Each tree is trained on a different 

random subset of the data (a technique known as bootstrapping), and each split in the tree considers 

only a random subset of features. This methodology promotes diversity among the trees and 

significantly reduces the model’s risk of overfitting. It is known for its robustness against extreme 

learning in medical datasets. 

 Gradient Boosting (GB): Minimizes the error rate by training decision trees sequentially [21]. 

Delivers strong performance on complex datasets [22].  
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 Histogram Gradient Boosting (HGB): It is an optimized version of Gradient Boosting and 

provides computational efficiency on large datasets [23]. 

 AdaBoost (AB): Strengthens weak learners by weighting examples with high error rates [24]. 

Advantageous in medical diagnostics. 

 Voting Classifier (VC): Make decisions by combining the predictions of different models [25]. 

Accuracy is improved by majority or weighted voting [26]. 

 

 
 

Figure 3. Preferred methodology of the overall framework 

 

Support Vector Machines and Neural Networks  

 

These models perform effective classification on high-dimensional datasets: 

 

 Support Vector Machine (SVM): Aims to find the best hyperplane separating data points [27]. For 

non-linearly separable data, SVM utilizes the kernel trick to map features into a higher-dimensional 

space where a linear separation becomes possible. The performance of the model is highly dependent 

on the choice of the kernel function and the regularization parameter. SVM is also effective on small 

and medium-sized datasets [28]. 

 Multi-Layer Perceptron (MLP): It is a feed-forward neural network and stands out for its ability 

to learn complex relationships [1]. 

 

Tree-based and Statistical Models 

 

These models classify data based on rules and produce explainable results: 

 

 Decision Tree (DT): Makes predictions by branching the data [29] and provides fast results on small 

datasets [30]. 

 Extra Trees (ET): Similar to Random Forest, but with more randomness [31]. 
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 Naive Bayes (NB): Based on the Bayes theorem, it is effective in areas such as text mining in the 

medical diagnostics [32]. 

 Logistic Regression (LR): It is a simple and interpretable model for binary classification [33]. 

 Linear Discriminant Analysis (LDA): It classifies by maximizing the variance between classes. 

 Quadratic Discriminant Analysis (QDA): Similar to LDA, but suitable for nonlinear boundaries.  

 K-Nearest Neighbors (KNN): Classifies new samples based on their nearest neighbors. 

 Bagging Classifier: It trains multiple models with random subsets of samples and combines 

predictions. 

 

Performance Metrics 

 

The performance of the models was evaluated based on the following metrics: 

 Accuracy: The rate at which the model correctly performs all classifications. 

 Precision: Accuracy rate of positive predictions. 

 Recall: The ratio of true positives to all positives. 

 F1-Score: Harmonic mean of precision and sensitivity. 

 ROC-AUC: A metric that measures the classification ability of the model. 

Criteria such as the robustness of the models to overlearning and computational costs were also compared 

[20-21, 26]. 

 

Model Training and Hyperparameter Optimization 

 

Stroke diagnosis requires highly accurate models for early intervention and treatment. In this study, a 

comprehensive process of model training and hyperparameter optimization is applied to maximize the 

performance of machine learning models. Hyperparameter optimization aims to increase the generalization 

capabilities of the models, resulting in more reliable results for datasets with class imbalance, such as stroke. 

In this section, the methods used and the techniques to avoid overlearning are described in detail. 

 

Hyperparameter Optimization Methods 

 

In order to obtain the best performance of the models, hyperparameter optimization was performed with two 

different methods: 

 

 GridSearchCV: It was used to systematically search for all possible hyperparameter combinations 

in small datasets. This method identifies the best parameters by evaluating model performance with 

5-fold cross-validation. GridSearchCV is particularly effective when computational resources are 

limited. 

 RandomizedSearchCV: It was preferred to provide faster optimization in large datasets. It reduces 

processing time by evaluating randomly selected hyperparameter combinations. This method 

provides an efficient search in large hyperparameter spaces. 

 

During hyperparameter optimization, the performance of the models was evaluated based on the F1-score. 

The F1-score was chosen as an appropriate metric to measure the balance between precision and recall in 

class imbalanced datasets. 

 

Overfitting is the problem that the model overfits the training data and loses its ability to generalize, especially 

in complex models. The following techniques were used to avoid this problem. 

 

 Early Stopping: In neural network-based models (e.g. Multi-Layer Perceptron - MLP), training is 

automatically terminated when the validation loss stops improving. This technique prevents the 

model from overlearning and improves generalization performance. 

 Regularization: L1 and L2 regularization techniques were used to reduce model complexity. 

Especially in Support Vector Machines (SVM) and Logistic Regression models, regularization 

parameters (e.g. parameter C) were optimized to obtain simpler and more generalizable models. 
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 Dropout: In the MLP model, the dependencies of the model are reduced by dropping out randomly 

selected neurons during training. The dropout rate was determined during hyperparameter 

optimization (e.g., between 20-50%). 

 

3. Results and Discussion 

 

In this study, the performance of 15 different machine learning models for stroke prediction was evaluated 

on the metrics of accuracy, precision, recall, F1-Score and area under the ROC curve (AUC). The 

comparative results of the models revealed that the Voting Classifier performed the best with an accuracy of 

98.5% and an AUC of 0.99 (Table 2). By combining the predictions of different classification algorithms, 

this model offered high generalization ability and proved to be a reliable method for stroke prediction. 
 

Table 2. Performance metrics of the overall models 

 
Model Accuracy 

(%) 

Precision Recall F1-Score AUC 

Voting Classifier 98.5 0.98 0.97 0.975 0.99 

Random Forest 98.0 0.97 0.96 0.965 0.99 

Hist Gradient Boosting 

 

98.1 0.97 0.96 0.966 0.99 

Gradient Boosting 97.2 0.96 0.95 0.955 0.98 

Bagging Classifier 97.5 0.96 0.95 0.955 0.98 

MLP (Neural Network) 97.0 0.95 0.96 0.955 0.98 

AdaBoost 96.0 0.94 0.93 0.935 0.97 

Extra Trees 98.0 0.97 0.96 0.965 0.98 

SVM 95.0 0.94 0.92 0.930 0.96 

Decision Tree 93.0 0.91 0.89 0.900 0.93 

LDA 90.0 0.88 0.86 0.870 0.91 

QDA 89.0 0.87 0.85 0.860 0.90 

KNN 94.0 0.92 0.90 0.910 0.94 

Naive Bayes 88.0 0.86 0.84 0.850 0.89 

Logistic Regression 92.0 0.90 0.88 0.890 0.92 

 

Tree-based models, especially Random Forest, Histogram Gradient Boosting and Extra Trees, have attracted 

attention with their high performance. These models are characterized by their robustness and resistance to 

overlearning on complex medical datasets. Random Forest and Extra Trees are also frequently reported in 

the literature with high accuracy rates, and they were similarly effective in this study. 

 

These results are in line with recent studies in the literature. For instance, Wijaya et al. reported that 

ExtraTrees Classifier achieved 98.24% accuracy and 98% AUC, while Random Forest achieved 98.03% 

accuracy and 98% AUC [34]. Similarly, another study reported that four models, including the Voting 

Classifier, achieved over 96% accuracy after data imbalance was corrected with Random Over Sampling 

(ROS) [35]. Additionally, an ensemble voting model combining models such as Random Forest, XGBoost, 

and LightGBM achieved 96% accuracy for stroke prognosis [36]. These findings show that ensemble 

methods and tree-based models provide high accuracy and reliability for stroke prediction. 

 

Voting Classifier and tree-based models stand out as highly effective methods for stroke prediction. This 

study confirms that ensemble methods provide high performance on medical datasets and also provide results 

competitive with the best practices in the literature. In future studies, it may be possible to further improve 

these results by using feature selection techniques and larger datasets. 
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Figure 4. Model ROC curves comparison 

 

Figure 4 presents the ROC curves of the models and provides a visual comparison of the AUC values. Again, 

it is observed that the Voting Classifier and Hist Gradient Boosting models have the highest AUC values. 

 

According to the results obtained in the study, the Voting Classifier model stood out as the most successful 

model with an accuracy rate of 98.5% and an AUC value of 0.99 thanks to the principle of combining the 

outputs of different algorithms. This model exhibited high overall performance by combining the strengths 

of different classification methods. In addition, the Random Forest and Histogram Gradient Boosting models 

also achieved successful results with accuracy rates above 98%, which once again proved the effectiveness 

of tree-based models on large datasets. Models such as Support Vector Machines (SVM) and Multilayer 

Perceptron (MLP - Neural Network) have fallen behind tree-based methods in terms of accuracy, despite 

their ability to learn complex decision boundaries. In addition, linear models (LDA, QDA, Naive Bayes and 

Logistic Regression) have produced lower accuracy rates and limited performance compared to other models 

due to the complexity of the dataset. 

 

In order to support these findings, the confusion matrix images of the first four models, Voting Classifier, 

Random Forest, Histogram Gradient Boosting and Gradient Boosting algorithms, are presented in Figure 5. 

These matrices provide a more comprehensive evaluation opportunity for the model selection process by 

detailing the prediction performance of each model on the basis of incorrect and correct classifications. 
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Figure 5. Confusion Matrix presentations 

These findings show that ensemble learning methods and hybrid models offer significant advantages over 

traditional linear methods in high-variance health problems such as stroke risk prediction. In particular, tree-

based and ensemble learning models were found to provide more reliable results on large datasets and 

multivariate health data. The findings also reveal that the application of machine learning models together 

with hyperparameter optimization is a critical factor that increases model performance. As a result, it was 

concluded that ensemble methods and tree-based algorithms should be primarily evaluated in selecting the 

optimal model for stroke risk prediction. 

4. Conclusion 

In this study, the performance of 15 different machine learning and deep learning models for stroke prediction 

was evaluated based on accuracy, precision, recall, F1-score, and the area under the ROC curve (AUC) 

metrics. Comparative results revealed that the Voting Classifier achieved the highest performance with 

98.5% accuracy and an AUC of 0.99. By combining predictions from various classification algorithms, this 

model demonstrated high generalization capability and proved to be a reliable method for stroke prediction. 

Tree-based models, particularly Random Forest, Histogram Gradient Boosting, and Extra Trees, exhibited 

high performance due to their robustness and resistance to overfitting on complex medical datasets. Random 

Forest and Extra Trees, frequently reported in the literature for their high accuracy, were similarly effective 

in this study. These results align with recent studies in the literature; for instance, Wijaya et al. reported that 

the Extra Trees Classifier achieved 98.24% accuracy and 98% AUC, while Random Forest attained 98.03% 

accuracy and 98% AUC. Additionally, after addressing data imbalance with Random Over Sampling (ROS), 

four models, including the Voting Classifier, achieved accuracy above 96%. The Results and Discussion 

section confirmed that ensemble learning methods and tree-based models are highly effective for stroke 
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prediction. It is suggested that future studies could further enhance these results by employing feature 

selection techniques and larger datasets. 
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