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Abstract 

With the rise of Large Language Models (LLMs) and LLM-based Retrieval-Augmented Generation 
(RAG) systems, there is a high demand for developing RAG applications that utilize LLM reasoning 
capabilities for handling intensive text systems in multilingual settings. However, RAG components are 
primarily developed for the English language, which hinders their ability to retrieve and construct 
precise multilingual information for LLMs to answer, especially for the Turkish language. In this work, 
we aim to explore the effects of developing comprehensive RAG systems that handle Turkish question-
answer retrieval and generation tasks. We experiment with fine-tuning two major components on 
Turkish data: the embedding model used for data ingestion and retrieval, and a reranker model that ranks 
the retrieved documents based on their relevance to a query. We evaluate four RAG systems using six 
evaluation metrics. Experimental results show that fine-tuning retrieval components on Turkish data 
improves the accuracy of LLM responses and leads to improved context construction. 

Keywords: retrieval augmented generation, large language models, embedding, information retrieval 

1. Introduction 

Large Language Models (LLMs) have revolutionized the landscape of Natural Language Processing 
(NLP) due to their ability to perform complex tasks simply by being instructed through prompts. The 
Transformer architecture [1] enabled the emergence of capable LLMs such as GPT-4 [2], Claude 3.7 
Sonnet [3], LLaMA models [4], Mistral [5], and Phi [6]. Although LLMs have demonstrated powerful 
reasoning capabilities through various prompting techniques [7, 8], they still suffer from hallucination 
problems [9]—that is, they may generate false information if the input prompt requests content that does 
not exist in the LLMs' training data. Thus, the hallucination problem raises concerns about the reliability 
of LLMs when deployed in real-world applications. 

Several approaches have been proposed to reduce LLM hallucinations, with one of the most prominent 
and widely adopted being Retrieval Augmented Generation (RAG) [10]. RAG aims to mitigate 
hallucinations by incorporating external information into the prompt as “context.” This added context 
helps the LLM provide answers involving out-of-domain knowledge. A typical RAG system consists of 
two main components: a retriever, which retrieves relevant embeddings [11] of context documents based 
on the embedding of a user query; and a generator, which uses the retrieved context along with the query 
to generate a response. The first stage in developing a RAG system is data ingestion, where large raw 
texts are split into smaller chunks, embedding vectors [11] are generated for each chunk, and these 
vectors are stored in a Vector Database (VDB) [12] for later semantic retrieval [13]. Semantic search 
refers to a similarity-based retrieval operation between the embedding vector of a user query and the 
document embeddings stored in the VDB. Therefore, the quality of the embedding vectors and the 
degree of contextual preservation between text chunk embeddings significantly influence the overall 
performance of a RAG system. 

Check for 
updates 
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One of the biggest obstacles in deploying RAG applications is the limited multilingual representation 
for languages other than English [14]. There is a growing demand for developing RAG systems tailored 
to multilingual settings, particularly for the Turkish language. Although significant progress has been 
made in multilingual LLMs [15-16], there remains a clear lack of high-quality Turkish language support 
in retrieval components and embedding models. Furthermore, another critical limitation lies in the 
development of retrieval components that are both multilingual and capable of handling multiple 
domains [17]. 

In this work, we aim to improve the performance of RAG systems on Turkish data by fine-tuning two 
retrieval components: the embedding model and the reranker. Additionally, we experiment with a 
prepositional chunking method [18] to enhance the quality and contextual relevance of the retrieved 
chunks. 

Our contributions can be summarized as follows: 

• We fine-tune two retrieval components—a sentence embedding model and a cross-encoder 
reranker—on Turkish data. 
• We develop four distinct RAG systems to evaluate their performance with the fine-tuned retrieval 
components. 
• We compute six different metrics for each of the four RAG systems to assess various aspects of 
their performance. 

2. Related Work 

Examples of multilingual and domain adaptation in LLM-based RAG applications include the 
evaluation of RAG systems for health-related chatbots in Indian languages, which involved analyzing 
the performance of several multilingual LLMs [19]. However, that experiment employed a standard 
embedding model from OpenAI. Xu et al. [20] adapted RAG to a Chinese medical analysis task using 
a two-stage retrieval process and a specialized Chinese text segmentation method. For semantic search, 
they utilized a QWEN-based LLM [16]. 

Retrieval Augmented Fine-Tuning (RAFT) [21] combines supervised fine-tuning with RAG to adapt 
systems to domain-specific knowledge. Rameel et al. [22] investigated RAG improvements in 
multilingual settings for real-world applications. Specifically, they compared paragraph-based, 
semantic-unit-based, topic modeling, and entity-based text splitting methods. Their findings highlighted 
the importance of balancing chunk size and overlap to preserve relevant information. 

There are multiple methods for training and adapting embedding models to support multilingual 
capabilities. Early word embedding approaches explored various algorithms, such as adversarial training 
and pseudo-supervised refinement, to improve multilingual word-level embeddings [23]. However, the 
dominant approach for RAG systems is the use of full-sentence embeddings generated by Transformer-
based pre-trained encoder models. Notable works in sentence embeddings include the early multilingual 
Universal Sentence Encoder developed by Yang et al. (2019) [24], which included Turkish in its training 
dataset, as well as multilingual SBERT models [11]. 

There are several multilingual embedding models categorized by parameter count, embedding 
dimensionality, and performance on the MTEB leaderboard [25-26]. Among the leading models is 
MiniLM [27], which uses a knowledge distillation teacher–student approach [28], applying distillation 
on the last layer of the Transformer teacher model to learn embedding representations. MiniLM includes 
multilingual data from a wide range of languages. The General Text Embedding (GTE) family of models 
[29] employs multi-stage contrastive learning across a diverse set of datasets. GTE models are based on 
a 110M-parameter BERT backbone [30], and several variants support up to 70 languages. Specifically 
for retrieval and RAG use cases, Wang et al. (2022) [31] introduced the e5 family of embedding models, 
which are tailored for RAG-style retrieval. These models use special input prefixes—“query:” for user 
queries and “passage:” for context documents. Additionally, e5 models are trained on multilingual 
datasets covering approximately 27 languages. 
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Reranker models are typically based on BERT-style cross-encoder architectures [30], which capture 
semantic relationships between queries and documents. One example is the Standalone Neural 
Reranking Model (SNRM), developed by Zamani et al. [32], which uses high-dimensional sparse 
representations for query–document pairs to perform retrieval. ColBERT, proposed by Khattab et al. 
[33], introduced a BERT-based reranker that employs contextualized late interaction between queries 
and documents to improve reranking efficiency. For fine-tuning reranker models for specific tasks, 
Moreira et al. [34] from NVIDIA explored the fine-tuning of both cross-encoders and decoder-based 
rerankers. Their results showed that fine-tuning decoder-based reranker models leads to improved 
accuracy compared to baseline rerankers. The development of Turkish BERT models by Kesgin et al. 
[35] enabled further exploration of multilingual adaptations. A notable example is the cross-encoder 
Turkish reranker model “turkish-colbert” [36], which was fine-tuned from a Turkish BERT cross-
encoder using a Turkish-translated version of the MS MARCO dataset [37]. 

3. Methodology 

We aim to improve the performance of RAG systems in the Turkish language by focusing on 
maximizing the relevance of the contextual information generated by the RAG pipeline. To achieve this, 
we experiment with three key components of the RAG architecture: (1) fine-tuning an embedding model 
on Turkish sentence pairs, (2) fine-tuning a reranker model on Turkish query–document pairs, and (3) 
applying a prepositional chunking strategy during the data ingestion stage to further enrich document 
context. We develop four distinct RAG systems, each incorporating a different combination of these 
components. 

3.1 Fine-tuning an Embedding Model 

We fine-tuned an embedding model to adapt a pre-trained multilingual model for encoding Turkish 
language data, enabling it to effectively embed novel and domain-specific sentences. We used an open 
Turkish RAG dataset containing 6,000 source documents and corresponding QA pairs for each 
document [38]. The significance of the QA pairs lies in the availability of ground-truth answers for each 
question related to the source documents. 

Our embedding model of choice was multilingual-e5-large [31], selected for its multilingual capabilities, 
compact 384-dimensional embeddings, and suitability for retrieval tasks. The fine-tuning process 
involved several data preprocessing stages, including text cleaning, normalization, punctuation removal, 
and structuring the dataset into the required [“question,” “context”] pair format for a RAG system. 
Additionally, model-specific prefixes were added to distinguish queries from contexts. We employed 
Multiple Negative Ranking as the loss function and Adam as our optimizer. Training parameters are 
summarized in Table 1. Finally, we will refer to our model as multilingual-e5-tr-rag. 

 
Table 1. Fine-tuning hyperparameters for the embedding model 

Parameter Value 
Base Model multilingual-e5-large 

Embedding dim 384 
Training data size 5399 

Learning rate 2e-5 
Loss function Multiple Negatives Ranking Loss 

Evaluation metric Recall@k (k=10) 
 

3.2 Fine-tuning a Reranker Model 

We fine-tuned a cross-encoder reranker model on a Turkish RAG dataset to improve the accuracy of 
reranking Turkish documents. For this purpose, we selected the "jina-reranker-v2-base-multilingual" 
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reranker model developed by [39] as our base model due to its multilingual capabilities. Additionally, 
we fine-tuned the model using resources provided by the sentence-transformer library [11]. 

To prepare the reranking dataset, we used the queries and documents from the original dataset [38] and 
applied the "Hard Negative Mining" (HNM) process [40], which selects documents that may appear to 
be relevant to a given query but are not. This process improves the reranker model's ability to 
differentiate between relevant and irrelevant query-document pairs. The resulting dataset consists of 
(query, document, label) triples, with a binary label column indicating whether the query-document 
pairs are relevant. 

To evaluate the fine-tuning results, we utilized the BEIR retrieval evaluation benchmark [41]. Our fine-
tuned model will be referred to as jina-reranker-multilingual-wiki-tr-rag. 

 
Table 2. Fine-tuning hyperparameters for the reranking model 

Parameter Value 
Base Model jina-reranker-v2-base-multilingual 

Embedding dim 1024 
HNM training data size 26004 

Training data size 5399 
Learning rate 2e-5 
Loss function Binary Cross Entropy Loss 

Evaluation metric Cross-Encoder Nano BEIR 
Evaluator 

 

3.3 Evaluation Metrics 

This experiment aims to evaluate the quality of RAG systems in terms of generating factual answers 
and measuring the utilization of retrieved context. We assessed each of the four RAG systems from 
three perspectives: the relationship between the generated LLM answer and the retrieved contexts, the 
relevance between the queries and the retrieved contexts, and the similarity between the LLM-generated 
answer and the ground truth answer. We used RAG-specific metrics from the Retrieval Augmented 
Generation Assessment (RAGAS) [42] and standard NLP metrics such as ROUGE-N [43] and 
BERTScore [44]. 

To assess the similarity between the LLM-generated answers and the ground truth, we employed 
ROUGE-N and BERTScore. Both ROUGE-N and BERTScore compute recall, precision, and F1 scores 
between two texts (e.g., LLM-generated answer and ground truth). ROUGE-N calculates the similarity 
based on overlapping n-gram units, while BERTScore uses BERT-based embeddings to evaluate 
similarity, considering semantic meaning. 

For RAG-specific evaluations, we utilized four RAGAS metrics: Faithfulness, Answer Relevance, 
Context Recall, and Context Precision. 

• Faithfulness: Faithfulness measures the factual consistency between the LLM-generated 
answer and the retrieved context. 

• Answer Relevance: This metric evaluates the relevance between the LLM-generated answer 
and the original question. 

• Context Recall: Context Recall assesses whether the necessary documents have been retrieved 
to answer the question. It is computed by comparing the retrieved context to the ground truth. 

• Context Precision: Context Precision measures the signal-to-noise ratio between the question 
and the retrieved context. 
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3.3 RAG Systems 

We developed a RAG system [10] consisting of two main stages: the data ingestion stage, where data 
undergoes a splitting process to break down large texts into smaller, manageable chunks, and the 
retrieval and generation stage, where a user query triggers a retrieval process to fetch the most relevant 
text chunks. All information is placed into a prompt template containing both the original user query 
and the retrieved chunks (see the prompt template in Table A1). The final prompt is then passed to an 
LLM for generating the answer. The RAG setup is illustrated in Figure 1. 

In the data ingestion stage, we used both Recursive and Prepositional chunking methods in our RAG 
systems to compare their performance. We compared the effectiveness of a simple recursive separator-
based splitting method with an LLM-based chunking method. Our goal was to explore how much 
context is preserved between the two methods and how the resulting text chunks impact the quality of 
the retrieval stage. 

Recursive chunking [45] is a standard text-splitting method that uses separators in its process. It splits 
the text recursively until the smallest possible sentence is reached. However, due to its simplicity, some 
chunks may lose important context. 

Prepositional chunking [18] is a model-based chunking method in which an LLM is prompted to 
remove ambiguity from a piece of text by following a set of chunking instructions. As the name suggests, 
prepositional chunking creates factual, concise, and self-contained sentences, with the aim of improving 
retrieval results and helping LLMs generate more accurate responses. An example is given in Table 3. 

Table 3.	Prepositional chunking applied to a piece of Turkish text 
Original Chunk Prepositional	Chunks 

San Miguel de Allende, 
Meksika'nın iç bölgelerinde yer 
alan Guanajuato Eyaleti'nin doğu 
kesiminde bulunan bir şehir ve 
belediyedir. Bajío'nun 
makrobölgelerinin bir parçasıdır. 
Meksiko'dan 274 km (170 mi), 
Guanajuato Eyaleti'nin 
başkentinden 97 km (60 mi) 
uzaklıkta yer alır. Eski adı San 
Miguel el Grande olan şehir, 
1826'da yapılan değişikle Ignacio 
Allende'nin anısına günümüzdeki 
adı almıştır. 

San Miguel de Allende, 
Meksika'nın iç bölgelerinde yer 
almaktadır.  
 
San Miguel de Allende, bir şehir 
ve belediyedir.  
 
San Miguel de Allende, Bajío'nun 
makrobölgelerinin bir parçasıdır. 

 

We applied prepositional chunking to our documents using "gemini-2.0-flash-lite" [46] as our LLM of 
choice due to its multilingual capabilities. Table 3 provides an example of prepositional chunking 
applied to a Turkish text. The prompt used to apply the chunking process is provided in Table A1 in 
Appendix A. 

To experiment with the effects of embedding and reranker models on the performance of a RAG system, 
we developed four different versions, each employing a combination of text splitting and embedding 
models. We use two different text splitting methods: a simple recursive method with a defined set of 
separators, and a prepositional chunking method that utilizes an LLM to split the text into self-contained, 
factual sentences. Additionally, we use "gemma-3-27b-it" [47] as the primary generation LLM due to 
its multilingual capabilities. 
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We used a hybrid search pipeline for the retrieval process, combining a cosine similarity-based semantic 
search retriever with a BM25 keyword retriever [48]. All vector embeddings were stored in a Chroma 
DB vector database [49]. 

The configurations of the RAG systems are as follows: 

• Base RAG: Recursive chunking + paraphrase-multilingual-MiniLM-L12-v2 base embedding 
model [50] + semantic search + ColBERTv2.0 reranking [33]. 

• RAG V1: Recursive chunking + fine-tuned multilingual-e5-tr-rag embedding model [50] + 
hybrid search + ColBERTv2.0 reranking [33]. 

• RAG V2: Recursive chunking + fine-tuned multilingual-e5-tr-rag embedding model [50] + 
hybrid search + fine-tuned jina-reranker-multilingual-wiki-tr-rag reranking. 

• RAG V3: Prepositional chunking + fine-tuned multilingual-e5-tr-rag embedding model [50] + 
hybrid search + fine-tuned jina-reranker-multilingual-wiki-tr-rag reranking. 

The RAG evaluation dataset consists of 600 samples taken from the test set of the Turkish RAG dataset 
[38]. Each sample includes three columns: Context, Question, and Answer. The Context represents the 
source document, the Question is a query related to the Context, and the Answer is the corresponding 
ground-truth response. 

4. Experimentation Setup 

In terms of datasets, we use 600 test samples from the Turkish RAG dataset [38]. For evaluation 
purposes, the dataset was transformed into an evaluation format consisting of the following columns: 

• Question: Questions about the information presented in the source documents. 
• Answer: The LLM-generated answer from the RAG system. 
• Contexts: The set of retrieved documents via Semantic Search. 
• Ground Truth: The ground truth answers present in the dataset. 

Each of the four metrics presented in Section 3.3—namely, Faithfulness, Answer Relevance, Context 
Recall, Context Precision, ROUGE-N, and BERTScore—is applied to the outputs of each of the four 
RAG systems. 

 

Figure 1. RAG system overview. The green boxes show the base version of each 
component and the pink boxes show our custom componants. 
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4. Experimentation Results and Analysis 

By examining the results in Figure 2, we observe that RAG V2 outperforms the other three 
configurations, including the baseline RAG system. Notably, RAG V2 also produces higher-quality 
LLM-generated responses, as indicated by the ROUGE-N and BERTScore metrics. These findings 
suggest that fine-tuning retrieval components—such as embedding models and rerankers—on domain-
specific language significantly enhances the retrieval effectiveness in RAG systems. Consequently, the 
improved relevance and quality of the retrieved context lead to more accurate and informative responses 
generated by the LLM. 

Interestingly, Figure 2 also reveals that RAG V3, which incorporates the prepositional chunking method, 
performs worse than both the baseline and the other RAG configurations. We hypothesize that the use 
of short, self-contained sentences—while intended to enhance clarity—may negatively impact the 
richness of the contextual information captured by the embedding vectors. As a result, this could lead 
to suboptimal retrieval, with relevant documents being missed due to insufficient contextual cues. 

An examination of the RAGAS Faithfulness scores [42] for all four systems, as presented in Figure 2, 
reveals that RAG V3 exhibits the lowest level of factual consistency between the LLM-generated 
responses and the retrieved context. This metric, which measures the degree to which the generated 
answer aligns with the retrieved supporting evidence, indicates that the prepositional chunking method 
used in RAG V3 may hinder the model's ability to ground its responses in contextually accurate 
information compared to the other configurations. 

 

𝐹𝑎𝑖𝑡ℎ𝑓𝑢𝑙𝑛𝑒𝑠𝑠	𝑆𝑐𝑜𝑟𝑒 = !"#$%&	()	*+,-#.	-/	01%	&%.2(/.%	."22(&0%3	$4	01%	&%0&-%5%3	*(/0%60
789:;	<=>?@A	8B	C;:D>E	D<	9F@	A@EG8<E@

     (1) 

 

Tables A2 and A3 in Appendix A illustrate the outputs of the RAG V2 and RAG V3 systems for a 
representative sample from our dataset [38]. In Table A2, RAG V2 achieves a Faithfulness score of 1.0, 
with the response explicitly grounded in the first retrieved chunk—denoted by “(1)” —demonstrating 
effective alignment between context and answer. The recursive chunking method employed by RAG 
V2 produced semantically rich and coherent chunks, enabling the LLM to generate a well-supported 
response. In contrast, Table A3 shows that RAG V3, which utilized prepositional chunking, retrieved 
short, atomic sentences that often lacked sufficient contextual information. Although prepositional 
chunking aims to produce concise and self-contained units, in this case it resulted in lower-quality 
context that negatively affected the LLM's output. This outcome highlights that, despite the use of fine-
tuned retrieval components, the quality of the initial chunking strategy can significantly influence the 
overall performance of a RAG system. 
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6. Conclusion 

In this work, we explored the impact of fine-tuning retrieval components for a domain-specific language, 
such as Turkish, on improving both retrieval performance and LLM-generated response quality. We 
fine-tuned a multilingual embedding model and a reranker model on Turkish text with the goal of 
enhancing both embedding quality and reranking effectiveness. Additionally, we examined the 
effectiveness of a novel chunking method called prepositional chunking. To evaluate the impact of these 
components, we developed four different RAG systems and assessed their performance using six key 
metrics: faithfulness, answer relevance, context recall, context precision, ROUGE-n, and BERTScore. 
Our experimental results demonstrate that further adapting multilingual base models to domain-specific 
languages significantly improves retrieval performance on the target tasks. We show that further fine-
tuning multilingual embedding and reranking models drastically aligns the embedding space to our 
specific Turkish language domain and enhances the retrieval quality for better LLM generation. 
Moreover, we demonstrate that using a standard chunking method with custom fine-tuned retrieval 
components performs better than using LLM-based chunking methods such as prepositional chunking. 
Future studies will focus on combining both embedding (bi-encoders) and reranking (cross-encoder) 
architectures to create fusion retrieval and reranking models for improving the accuracy of retrieval 
components for the Turkish Language. 

 

Appendix A: Tables and Figures. 

 
Table A1. Prepositional chunking prompt in 

Turkish 
Prepositional Chunking Prompt 

Lütfen aşağıdaki metni basit, kendi içinde anlamlı önermelere ayırın. Her bir önerme 
aşağıdaki kriterleri karşılamalıdır: 
 

Figure 2. RAGAS, ROUGE-N, and BERTScore metric results for each RAG system 
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  1. Tek Bir Gerçeği İfade Etmeli: Her önerme, belirli bir gerçeği veya iddiayı ifade 
etmelidir. 
  2. Bağlama İhtiyaç Duymadan Anlaşılır Olmalı: Önerme, başka bir bağlama ihtiyaç 
duymadan anlaşılır olmalıdır. 
  3. Zamir Değil, Tam İsimler Kullanılmalı: Zamirler veya belirsiz ifadeler yerine tam 
varlık isimleri kullanılmalıdır. 
  4. İlgili Tarih/Sıfatları İçermeli: Uygunsa, gerekli tarih, zaman ve niteleyiciler eklenerek 
önerme kesin hale getirilmelidir. 
  5. Tek Özne-Yüklem İlişkisi İçermeli: Tek bir özne ve ona karşılık gelen bir eylem veya 
özellik üzerine odaklanılmalı; bağlaçlar veya birden fazla yargı içermemelidir. 

 

 
Table A2. Faithfulness Evaluation Example for RAG V2 sample 

Parameter Value 

User Input 

Havayolu Serbestleştirme Kanunu, havacılık 
endüstrisinde hangi değişiklikleri beraberinde 
getirdi? 
 

Response 

Havayolu Serbestleştirme Kanunu, bilet fiyatları, 
rotalar ve yeni havayollarının pazara girişi 
üzerindeki devlet kontrolünü kaldırdı ve yolcuları 
piyasa güçlerine maruz bıraktı (1). 
 

Retrieved 
Contexts 

Airline Deregulation Act (Türkçe: Havayolu 
Serbestleştirme Kanunu), 1978'de Amerika Birleşik 
Devletleri başkanı Jimmy Carter tarafından 
imzalanan, ticari havacılık'daki bilet fiyatları, yolları 
ve yeni havayolların pazara girişi üzerindeki devlet 
kontrolünü kaldırma amaçlı federal kanun. Civil 
Aeronautics Board'un denetleme gücü yavaş yavaş 
azaltılmış, sonunda havacılık endüstrisinde yolcuları 
piyasa güçlerine maruz bırakmıştır. Fakat kanun, 
Federal Aviation Administration'ın (FAA) tüm hava 
emniyet yönleri. 
 
Pseudostaurastrum, ışınlılar grubunda yer alan bir 
Protista. Aralarında 3-4 boşluk olan her bir 
pseudostaurastrum'un boşlukları birbirine eşittir. 
Enternasyonal turuncu havacılık endüstrisinde 
nesneleri çevresinden ayırt etmek için kullanılan, 
güvenlik turuncusuna benzeyen, ama daha derin ve 
kırmızı bir tona sahip olan renktir. 
 
Liberizm ya da özgürcülük, filozof Benedetto Croce 
tarafından kullanılan ve İtalyan-Amerikan siyaset 
bilimci Giovanni Sartori tarafından İngilizce olarak 
popüler olan laissez-faire kapitalizminin ekonomik 
doktrini için kullanılan bir terimdir. Ekonomik 
doktrin laissez-faire kapitalizmini ima eden terim, 
filozof Benedetto Croce tarafından ilk kez 
kullanılmıştır ve siyaset bilimci Giovanni Sartori 
tarafından popülarize edilmiştir. Kavram İtalyanca 
liberismo kelimesinden türetilmiştir. 

Faithfulness 1.0 
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Table A3. Faithfulness Evaluation Example for RAG V3 sample 
Parameter Value 

User Input 

Havayolu Serbestleştirme Kanunu, havacılık 
endüstrisinde hangi değişiklikleri beraberinde 
getirdi? 
 

Response 

Havayolu Serbestleştirme Kanunu, bilet fiyatları, 
rotalar ve yeni havayollarının pazara girişi 
üzerindeki devlet kontrolünü kaldırdı (1). 
 

Retrieved 
Contexts 

Airline Deregulation Act, havacılık endüstrisinde 
yolcuları piyasa güçlerine maruz bırakmıştır. 
 
Airline Deregulation Act, bilet fiyatları, yollar ve 
yeni havayollarının pazara girişi üzerindeki devlet 
kontrolünü kaldırmayı amaçlamaktadır. 
 
Airline Deregulation Act, 1978'de Amerika Birleşik 
Devletleri başkanı Jimmy Carter tarafından 
imzalanmıştır. 
 
Enternasyonal turuncu, havacılık endüstrisinde 
nesneleri çevresinden ayırt etmek için kullanılan bir 
renktir. 
 
Türk Kadastro Kanunu, kadastroyu tanımlar. 

Faithfulness 0.0 
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