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1. INTRODUCTION 
 

Electroencephalography (EEG) is a neurophysiological 

recording method that measures the voltage changes in 

electrical signals that occur due to neuronal activity of the brain 

with high temporal resolution through (non-invasive) 

electrodes placed on the scalp [1-3]. The ability to examine 

EEG signals in more depth with analytical and signal 

processing methods has led to a significant increase in studies 

on human cognitive processes, moods and behavioral patterns 

in recent years; in this context, many studies have been carried 

out in the literature [2, 4, 5]. In this context, automatic 

classification of an individual's eye-openness state (eyes open 

or closed) over EEG signals is not only capturing a 

physiological response; it is of vital importance in attention 

level monitoring, driver drowsiness detection, state of 

consciousness tracking, personal identity verification, 

monitoring the sleep-wake cycle of infants, epileptic seizure 

detection and various clinical evaluation scenarios [6-10].  

Eye state is not only a short-term motor response associated 

with the visual system, but also an important cognitive 

indicator that affects the dynamic structure of brain networks 

[4]. In particular, it is known that micro-movements such as 

blinking cause a dipole movement in the vertical direction with 

the electrical charge separation caused by the interaction 

between the cornea and the eyelid. This effect is observed as a 

positive wave lasting approximately 100 milliseconds in EEG 

recordings and is most prominently observed in the frontopolar 

region [11]. The meaningful analysis of such signals makes 

EEG-based eye state classification a high-potential application 

area both in neurocognitive research and in the design of real-

time human-machine interfaces [12]. 

EEG signals provide an important biological data source for 

classification-based analyses because they have high temporal 

resolution and contain electrical patterns directly related to 

cognitive states [4,13]. Thanks to these features, many 

cognitive parameters such as an individual's mental state, 

emotional state or motor responses can be modelled through 

EEG signals by means of various algorithms [13, 14]. In this 

context, especially machine learning methods are effectively 

used in automatic classification processes by analysing the 

structural complexity of EEG data [15]. Recent studies have 

shown that various machine learning algorithms have been 
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successfully applied to classify the open/closed eye state with 

EEG data [12,16]. The aim of this study is to classify the eye 

openness state (eyes open or closed) of individuals with high 

accuracy using EEG signals. For this purpose, the UCI EEG 

Eye State dataset was used in the experimental analyses [17]. 

The dataset consists of 14,980 samples and 15 features and 

contains eye state labels corresponding to EEG signals 

recorded at different time intervals. This time series data is a 

widely referenced source in the literature for the evaluation of 

EEG-based classification algorithms. 

In this study, Extra Trees Classifier (ETC) method was 

applied to develop an effective model in terms of classification 

accuracy, sensitivity to class balance and computational 

efficiency. Extra Trees algorithm is an ensemble learning 

method consisting of randomised decision trees and attracts 

attention with its fast-training process and high accuracy 

potential, especially in high-dimensional data sets [18, 19]. The 

model used in the study was first trained by eliminating missing 

values and performing the necessary normalisation operations 

in the dataset and then tested with 10-fold cross-validation 

method. The results obtained show that the developed model 

exhibits high success in eye state classification. These results 

suggest that traditional machine learning methods, when 

applied with careful data preprocessing and feature 

management, can provide an effective alternative to more 

complex and computationally costly classification models in 

terms of both accuracy and computational efficiency. In 

addition, this study aims to make both academic and practical 

contributions by providing a faster, simpler and feasible 

alternative to the computationally expensive models in the 

literature for eye state detection based on EEG signals.  

The remaining sections of the paper are structured as 

follows: In the second section, current approaches and related 

works in the literature on eye state classification based on EEG 

signals are comprehensively reviewed. In the third section, the 

EEG Eye State dataset used in the study, the data preprocessing 

steps, and the methods applied in the classification process are 

presented in detail. In the fourth section, the modelling process 

performed using the Extra Trees Classifier algorithm and the 

metrics and results used to evaluate the success of the model 

are shared. In the fifth section, the feature importance levels of 

the classification model are analysed, and the relative 

contributions of the EEG channels are interpreted. In the sixth 

section, the study is discussed comprehensively in the light of 

the findings obtained; finally, in the seventh section, general 

conclusions are given and suggestions for future studies are 

presented. 

 

2.  LITERATURE RESEARCH 
 

Classification of eye-openness state from EEG signals is 

considered as an important research area in many application 

areas such as human-computer interaction, driver attention 

systems and cognitive state analyses. In studies conducted in 

this direction, the effects of various machine learning 

modelling approaches on the classification performance of 

EEG-based signals have been extensively investigated. Hasan 

et al. (2021) proposed an ensemble model consisting of 

multilayer artificial neural networks to classify eye opening 

state using EEG signals, and obtained 89.2% accuracy and 

91.24% F-measure in their experiments on the UCI EEG Eye 

State dataset. The study revealed that the proposed approach is 

effective not only in terms of classification accuracy but also in 

terms of its suitability for real-time applications [20]. Similarly, 

Jayadurga et al. (2024) compared various ensemble learning 

algorithms based on bagging and boosting on EEG data and 

stated that Bagged k-NN model offers the best results in terms 

of classification performance. In addition, the XGBoost 

algorithm was effective in increasing the interpretability of the 

model thanks to its capacity to evaluate feature importance 

levels. The study reveals that ensemble-based approaches 

provide high performance and stable solutions for EEG-based 

eye state classification [21]. 

Xiao et al. (2023) proposed a model based on continuous 

wavelet transform (CWT) and an improved convolutional 

neural network (CNN) for the classification of eye openness 

state from EEG signals. In this study, variational mode 

decomposition (VMD) algorithm is used for signal 

preprocessing, CWT method is used for time-frequency feature 

extraction, and then classification is performed with a CNN 

model developed with residual connections and attention 

mechanisms. Experiments on the UCI EEG Eye State dataset 

show that the proposed method provides high accuracy and 

generalisation. This study makes an important contribution to 

improve the classification performance of deep learning 

architectures by obtaining two-dimensional visual 

representation from EEG signals [22]. In another study, Hasan 

Adil et al. proposed a simple but effective machine learning 

approach using the K-Nearest Neighbour (KNN) algorithm for 

the classification of eye openness status based on EEG signals. 

The signals obtained with Emotiv EPOC EEG device were 

manually labelled with video support and used in model 

training. The KNN algorithm yielded successful results in 

terms of accuracy and classification performance, while 

attracting attention with its low processing time. The study 

shows that simple machine learning algorithms can provide a 

powerful alternative for EEG-based classification problems 

when configured correctly [23]. 

Fikri et al. (2021) systematically examined the 

opportunities and main challenges of machine learning and 

deep learning approaches for eye movement classification. In 

particular, the study comparatively analysed the methods used 

for the detection of basic eye movement events such as saccade, 

fixation and smooth pursuit, highlighting the limitations of 

threshold-based methods and emphasising the potential of 

machine learning algorithms and recent deep learning 

architectures in this field. The models in the literature are 

evaluated in terms of classification performance, 

interpretability, data balance and real-time application 

compatibility, and the limitations encountered at the 

application level such as data labelling processes, parametric 

adjustments and generalisation problems are discussed. In this 

respect, the study provides a useful resource for comparing the 

methods used in classification applications with eye movement 

data and understanding the methodological trends [24].  

Although studies on eye state classification with EEG 

signals have an important place in the literature, there are also 

many studies for different purposes using EEG signals. In this 

context, EEG-based approaches have been successfully used in 

various applications such as epileptic seizure detection, mood 

analysis and mental state classification. Alkhaldi et al. (2024) 

presented a comprehensive review of the role of artificial 

intelligence and remote health applications in EEG-based 

epilepsy management. In the study, it was reported that 

algorithms such as CNN, SVM, Random Forest and stacking 

showed high performance in areas such as epileptiform activity 
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classification, seizure prediction and surgical prediction. It was 

also emphasised that tele-EEG systems and AI-supported 

mobile applications offer significant advantages, especially in 

regions where access to healthcare services is limited. This 

study demonstrates the increasing impact of AI-based models 

in the diagnosis and treatment of epilepsy at the literature level 

[25].  

Gaddanakeri et al. (2024) compared CNN and LSTM based 

deep learning models on DEAP dataset for emotion recognition 

with EEG signals. As a result of the preprocessing and 

modelling processes applied, it is stated that the LSTM 

architecture captures time-dependent patterns more 

successfully and provides superiority in classification 

performance. The study shows that deep learning is an effective 

method in EEG-based emotion recognition [26]. In this study 

by Wei-Yang Yu et al. (2024), a multi-model machine learning 

approach was developed by combining EEG signals and 

genetic data in the classification of Alzheimer's disease (AD). 

Within the scope of the study, both EEG-based biomarkers and 

a large number of single nucleotide polymorphisms (SNPs) and 

polygenic risk scores (PRS) were evaluated. Three different 

algorithms (SVM, Random Forest and XGBoost) were 

compared in the developed model and it was reported that the 

best performance was obtained with SVM. Significant 

differences were observed between AD patients and healthy 

individuals, especially in parameters such as EEG power, 

sample entropy and phase locking value (PLV). The findings 

reveal that the combination of EEG and genetic data provides 

an effective solution for early diagnosis of Alzheimer's disease 

and higher classification accuracy [27]. 

 

 

3. MATERIAL AND METHOD 
 

3.1. Material 
In this study, the open-access EEG Eye State dataset created 

by Oliver Roesler at Baden-Württemberg Cooperative State 

University was used in the analyses for the classification of 

individuals' eye openness state from electroencephalography 

(EEG) signals [17].  
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Figure 1. Electrode positions of the 14-channel Emotiv EPOC EEG system. 

The dataset consists of observations matching EEG signals 

with the open or closed eyes of individuals and is suitable for 

binary classification problem. The target variable eyeDetection 

represents the closed eyes with a value of 0 and the open eyes 

with a value of 1. Accordingly, the target variable in the dataset 

consists of two categories and the number of samples 

corresponding to the moments when the eyes are closed is 

8,257 and the number of samples corresponding to the 

moments when the eyes are open is 6,723. The dataset consists 

of 14,980 observations and 15 columns in total. The first 14 

columns reflect the instantaneous values of EEG signals 

obtained from different electrodes. These signals were 

recorded using the Emotiv EPOC EEG headset and the 

electrodes used cover the following channels: AF3, F7, F3, 

FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8 and AF4. The 

electrodes were placed in different regions of the brain, 

allowing data collection from the frontal, temporal, parietal and 

occipital lobes. This placement structure is visually presented 

in Figure 1. 

 
3.2. Method 
Data Preparation and Pre-processing: The EEG Eye State 

dataset used in this study is structured in ARFF (Attribute-

Relation File Format) format. ARFF is a file format that is 

widely preferred especially in machine learning applications 

and contains both attribute definitions and data. This structure 

allows the features in the dataset and the target variable to be 

explicitly defined, ensuring data integrity. The dataset was 

imported in the appropriate format to enable the analysis and 

modelling processes to be carried out in the Python 

environment and then converted to DataFrame format using the 

pandas library. Thanks to this transformation, the data has been 

made flexible and suitable for processing in order to perform 

statistical analyses, select attributes and apply classification 

models. 

Feature and Label Separation: Feature and label separation, 

which is one of the basic steps of the data preprocessing 

process, is a critical stage in terms of structuring machine 

learning algorithms. In this study, the variables in the EEG Eye 

State dataset are divided into two groups as independent 

variables (features) and dependent variables (target labels). The 

feature set (X) consists of numerical values corresponding to 

14 different electrode channels from which EEG signals are 

obtained. These channels were recorded by electrodes placed 

in the frontal, temporal, parietal and occipital regions of the 

brain. The target variable (y) is called eyeDetection and is a 

binary classification variable representing the closed eyes with 

the label 0 and the open eyes with the label 1. This distinction 

enabled the model to predict eye state only from the 

explanatory variables and allowed the learning process of the 

algorithms to be structured correctly. 

Feature and Label Separation: The first step in the data 

preprocessing process is the systematic separation of the 

explanatory variables and the target variable. In this study, 

numerical data representing EEG signals are set as independent 

variables (X), while the target variable eyeDetection is 

separated as dependent variable (y). The independent variable 

set contains the signals of 14 different electrode channels 

recorded by the EEG device, and the classification model is 

enabled to learn over these multidimensional data. The target 

variable contains the binary class information indicating 

whether the eyes are open (1) or closed (0). 
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Feature Scaling (Standard Scaler): Scaling is a critical part 

of the modelling process in order to increase the effectiveness 

of machine learning algorithms and to balance the effect of 

attributes on the model. In this context, the Standard Scaler 

method used in this study is a preprocessing technique that 

aims to fit the data into a standard distribution by setting the 

mean of each attribute equal to zero and the standard deviation 

equal to one. Thanks to this standardisation process expressed 

in Equation 1, the model is able to evaluate all variables at the 

same level of importance without discriminating between 

attributes of different scales. Thus, over-sensitivities and 

attribute biases that can be seen especially in distance and 

weight-based algorithms are prevented. The Standard Scaler 

application both increases the overall accuracy of the model 

and makes the training process more stable and faster [28]. 

 

𝑋𝑠𝑐𝑎𝑙𝑒𝑑 =
𝑋 − 𝑚𝑒𝑎𝑛(𝑋)

𝑠𝑡𝑑(𝑋)
                          (1) 

 

𝑋𝑠𝑐𝑎𝑙𝑒𝑑 represents scaled data with mean 0 and standard 

deviation 1, where 𝑋 is the data value, 𝑚𝑒𝑎𝑛(𝑋) is the mean 

of the dataset and 𝑠𝑡𝑑(𝑋) is the standard deviation of the 

dataset. 

 

4. MODELLING AND EVALUATION 
 

4.1. Extra Trees Classifier 
In this study, the Extra Trees Classifier (ETC) algorithm 

was preferred in the modelling phase for classifying the eye-

opening status of individuals from EEG signals. ETC is a 

classifier that stands out among tree-based ensemble learning 

methods and is known for its high level of randomness. The 

algorithm is based on the ‘Extremely Randomised Trees’ 

approach developed by Geurts et al [29]. This method is based 

on the collective construction of decision trees and the 

combination of the predictions obtained from these trees by 

majority voting. The difference of the Extra Trees Classifier 

from traditional methods such as Random Forest is that not 

only the attributes but also the split points are randomised. In 

addition, the entire training data is used in the construction of 

the model without bootstrap sampling, thus providing diversity 

among the trees and increasing the generalisation capacity of 

the model. This high level of randomisation strategy reduces 

the variance of the model and limits the risk of overfitting. At 

the same time, the no-sampling approach provides more 

balanced learning by reducing the systematic bias [30]. 

The ETC model used in this study was trained with an 

ensemble of 100 decision trees. This number of trees was 

chosen to improve both the stability of the model and the 

classification performance. A large number of trees improves 

decision reliability and supports overall accuracy, especially 

for biosignals that may contain noise such as EEG. A visual 

representation of the general operation of the model is 

presented in Figure 2. Among the hyperparameters of the 

algorithm, variables such as the number of trees, minimum 

sample size and the number of random features to be evaluated 

at the node are critical factors that directly affect the decision 

diversity and generalisation performance in the learning 

process. On the other hand, since the node splitting process is 

randomised due to the structure of ETC, the computational cost 

remains low, which makes the method a computationally 

efficient solution. Thanks to these features, Extra Trees 

Classifier is considered as a powerful, fast and balanced 

learning tool for binary classification problems such as eye 

state in high-dimensional, multivariate and structurally 

complex EEG data. 
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Figure 2. Extra Trees Classifier 
 

4.2. Evaluation Metrics 
Cross Validation: In this study, the 10-Fold Cross-Validation 

method was used to reliably assess the generalisability of the 

classification model. This method allows the model to be tested 

independently in each subset by dividing the entire dataset into 

ten subgroups of approximately equal size, thus providing more 

robust and statistically significant performance measures. The 

StratifiedKFold approach was adopted in the cross-validation 

process. This method stabilises the validation process of the 

model in data sets with class imbalance, by preserving the class 

distribution proportionally in each layer and enables the 

evaluation criteria to be calculated fairly across classes. 

Performance Evaluation Metrics: The success level of the 

classification model developed in this study is evaluated with 

basic performance measures that are widely used in 

classification problems and are considered statistically 

significant. These metrics quantitatively reveal both the overall 

and class-based discrimination capacity of the model and allow 

inferences to be made regarding the practical applicability of 

the model. 

Accuracy: Accuracy is a key indicator of success that 

expresses the overall accuracy of the classification model. It is 

calculated as the ratio of the number of data correctly classified 

by the model out of all instances to the total number of 

instances. Since this metric includes correct predictions in both 

positive and negative classes, it is a holistic evaluation measure 

that reflects the overall classification competence of the model. 

Accuracy is calculated as the ratio of the sum of True Positive 

(TP) and True Negative (TN) predictions, plus false positive 

(FP) and false negative (FN) predictions, to the total number of 

samples. In Equation 2, the accuracy measure is expressed 

mathematically [28]. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
               (2) 

 

Precision: Precision is an evaluation metric that expresses the 

proportion of samples that the model predicts belong to the 

positive class that are actually positive. This metric is 

especially critical in cases where the model has a high tendency 

to generate false positives (FP). This is because it reflects the 

level of accuracy in the model's positive forecasts and reveals 

its forecast reliability. In other words, it measures how many of 

the samples that the model marks as “positive” class actually 
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belong to that class. In Equation 3, the Precision criterion is 

expressed mathematically [28].  

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                             (3) 

 

Recall: Recall is one of the key classification metrics that 

measures the model's ability to recognize true positive 

examples. In other words, it refers to the proportion of all 

instances belonging to the positive class that the model 

correctly classifies as positive. This metric plays a decisive 

role, especially in applications where it is critical to reduce the 

number of False Negative (FN), i.e. missed positive examples. 

The sensitivity value is expressed mathematically in equation 

4 [28]. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                               (4) 

 

F1-Score: The F1 score is a composite metric that 

quantitatively reflects the balance between the precision and 

recall metrics of a classification model. By taking the harmonic 

mean of both values, this metric summarizes in a single value 

both the model's ability to detect true positives and its success 

in avoiding false alarms. Especially in datasets with imbalance 

between classes, where general measures of success such as 

accuracy can be misleading, the F1 score provides a more 

accurate representation of the model's true performance. Due 

to its computational methodology, the F1 score can reach high 

values not only with high precision or high sensitivity, but by 

optimizing both together. As such, it is one of the key success 

indicators of choice, especially in scenarios where both false 

positive (FP) and false negative (FN) results are critical (e.g. 

medical diagnostics, security systems, fraud detection). The F1 

score is mathematically formulated in equation 5 [28,31]. 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
                (5) 

 

This ratio takes a value between 0 and 1, with a value closer 

to 1 indicating that the model has a strong balance in terms of 

both precision and sensitivity. Therefore, the F1 score is 

considered as an indispensable performance criterion for the 

reliability and application success of classification systems. 

Receiver Operating Characteristic Curve (ROC): It is an 

evaluation tool that visualizes the extent to which the model 

can correctly distinguish the positive class depending on the 

classification thresholds in binary classification problems. The 

ROC curve shows the relationship between the model's True 

Positive Rate (TPR), or sensitivity, and False Positive Rate 

(FPR). These two ratios change as the threshold is varied, and 

the ROC curve graphically presents the discrimination 

performance of the model across this variability. The points on 

the curve represent the behaviour of the model at different 

thresholds, while the Area Under the Curve (AUC) is a singular 

metric that summarizes the overall classification ability of the 

model. The AUC value ranges between 0 and 1, with values 

close to 1 indicating that the model can distinguish between 

positive and negative classes with high accuracy. AUC value: 

0.5 means performance equivalent to random guessing and 1.0 

means excellent classification performance. In this context, 

ROC-AUC analysis offers a more robust and reliable metric to 

assess the true discrimination capacity of the model, especially 

in scenarios where classical metrics such as accuracy can be 

misleading, especially in the presence of class imbalance [28]. 

Confusion Matrix: The Complexity Matrix is a fundamental 

evaluation tool that allows analysing the performance of 

classification models not only in terms of overall accuracy, but 

also in terms of class-based patterns of success and error. This 

structure details the classification process by comparing the 

predictions produced by the model with the actual class labels 

through four main components: True Positive (TP), False 

Positive (FP), True Negative (TN) and False Negative (FN). 

These four components categorically reflect both the model's 

accuracy and its tendency to be wrong at the class level. 

Especially in binary classification problems, the structure of 

this matrix is usually 2x2 in size, allowing a direct comparison 

of the performance of the model for different classes [28]. 

     The complexity matrix is the main data source for 

calculating not only overall accuracy but also important 

derivative metrics such as precision and recall. In this respect, 

the complexity matrix provides the opportunity to analyse the 

decision quality of the model in more detail, especially in data 

sets with class imbalance or in clinical, financial or security-

based applications where certain classes (e.g. positive class) are 

more critical. It also provides a more comprehensive 

perspective on what types of errors the model is prone to make 

and the operational consequences of these errors in the 

application domain. Thus, not only quantitative success but 

also qualitative evaluation becomes possible [31]. 

 

5. FEATURE IMPORTANCE 
 
In order to increase the interpretability of machine learning 

models and to quantitatively reveal which variables contribute 

more to the classification process, feature importance ranking 

was performed in this study. This analysis allows for a more 

transparent evaluation of not only the output of the model but 

also the decision-making process [32,33]. Especially when 

working with multidimensional and structurally complex data 

such as biological signals, knowing the relative importance 

levels of attributes plays a critical role in understanding the 

internal logic of the model and increasing its interpretability 

[34]. In this study, attribute importance scores are computed 

from the decision trees of the Extra Trees Classifier algorithm 

using a model-based approach. This method statistically 

evaluates the contribution of the EEG data obtained from each 

electrode channel to the classification decision. Due to the 

natural structure of tree-based algorithms, direct interaction 

between features is taken into account and the features that 

contribute the most to the learning process of the model are 

ranked according to their relative weights. 

 

6. RESULT AND DISCUSSION 
 

6.1 Result 
This study aims to classify the eye openness (open/closed) 

of individuals using the EEG Eye State dataset, which is made 

openly available by Baden-Württemberg Cooperative State 

University through the UCI Machine Learning Repository. The 

dataset consists of a total of 14,980 observations corresponding 

to 14 channels of EEG signals recorded at different time points; 

each sample is labeled in a binary classification format 

according to whether the eyes are open (1) or closed (0). In the 

modeling process, Extra Trees Classifier (ETC), an ensemble 

learning algorithm based on decision trees, was used and the 
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classification performance of this model, which was configured 

with 100 trees, was analysed based on various criteria. 

In order to evaluate the generalizability and stability of the 

model, the Stratified 10-Fold Cross-Validation method was 

used and key performance metrics such as accuracy, precision, 

recall and F1 score were calculated for each layer. According 

to the results presented in Table 1, the model performed 

consistently above 90% in all layers, especially in layer 1 (Fold 

1), where the F1 score of 0.9521 was the highest among all 

layers. This result indicates that the model maximizes the 

model's ability to predict the positive class both accurately and 

consistently in this layer. Overall, the average accuracy of the 

model is 0.9511, average precision is 0.9645, average 

sensitivity is 0.9252 and average F1 score is 0.9444. These 

metrics reveal that the model performs a high performance and 

reliable classification by balancing between classes. In 

particular, the high average F1 score shows that the model is 

able to distinguish both positive and negative classes in a 

balanced way and exhibits a stable behavior in decision 

processes. 

 
TABLO 1 

CROSS-VALIDATION PERFORMANCE METRICS 

Fold Accuracy Precision Recall F1 Score 

1 0.9579 0.9736 0.9315 0.9521 

2 0.9526 0.9574 0.9360 0.9466 

3 0.9566 0.9691 0.9330 0.9507 
4 0.9526 0.9659 0.9271 0.9461 

5 0.9506 0.9614 0.9271 0.9439 

6 0.9473 0.9640 0.9167 0.9397 
7 0.9493 0.9571 0.9286 0.9426 

8 0.9426 0.9666 0.9034 0.9339 

9 0.9526 0.9703 0.9227 0.9459 
10 0.9493 0.9599 0.9257 0.9425 

 

Feature importance evaluation, which is used to analyse 

which features are more decisive in the classification decisions 

of the model, plays an important role in making the internal 

decision structure of the model more transparent and 

interpretable. In this context, the relative importance scores 

calculated by the Extra Trees Classifier algorithm over the 

decision trees are analysed. As presented in Table 2, the 

attributes that the model gives the most weight in the 

classification process are the data belonging to the O1 and P7 

electrodes. The fact that these two channels stand out with 

importance scores of 0.1154 and 0.1000, respectively, indicates 

that the EEG signals obtained from the occipital (O1) and 

parietal (P7) regions have high discriminative power in 

distinguishing the eye-opening status. 

 
TABLE 2  

FEATURE IMPORTANCE SCORES 
Feature Importance Score 

O1 0.1154 

P7 0.1000 

F7 0.0857 
F8 0.0782 

AF3 0.0772 

AF4 0.0761 
FC6 0.0650 

FC5 0.0617 

F4 0.0614 
T7 0.0587 

T8 0.0583 

F3 0.0571 
O2 0.0568 

P8 0.0482 

Moreover, channels such as F7, AF3 and AF4, which 

correspond to the frontal region, ranked high with scores of 

0.0857, 0.0772 and 0.0761, respectively, suggesting that the 

model also considers frontal lobe activities as an important 

determinant in the decision-making process. This supports that 

brain regions associated with visual attention, eye movements 

and cortical activation processes are critical for the detection of 

eye openness via EEG signals. Channels with low importance 

scores, such as O2, P8 and F3, contributed less to the model's 

classification process, which may be instructive for future 

regional analyses in relation to the topographic distribution and 

signal characteristics of the data. 

In order to visually and statistically evaluate the 

classification performance of the model, the Receiver 

Operating Characteristic (ROC) curve was analysed. The ROC 

curve shows the accuracy of the model at different thresholds, 

indicating the extent to which the positive class is correctly 

separated. As presented in Figure 3, the ROC curve for Fold 1 

clearly shows that the model has a high discriminative power, 

with its structure almost leaning towards the upper left corner. 

The Area Under Curve (AUC) value was calculated as 0.9926 

in this sample. This value indicates that the classification 

performance is almost perfect, confirming that the model works 

with both high accuracy and low false positive rate. In this 

context, the obtained ROC curve and AUC score show that the 

model is highly successful not only in terms of average metrics 

but also in terms of its sensitivity in class discrimination. As 

the reduction of false positives is critical, especially in 

biomedical classification problems, this result supports the 

suitability of the model for practical applications. 

 

 
Figure 3. ROC Curve and AUC Value for Fold 1 

 

In order to further analyse the classification performance of 

the model, the confusion matrix for Fold 1 is examined. As 

presented in Figure 4, the four main components of the model's 

correct and incorrect classifications are clearly visible. The 

model produced 809 True Negative and 17 False Positive 

predictions for the negative class (label 0), which represents 

when the eyes are closed. On the other hand, 626 True Positive 

and 46 False Negative predictions were made for the positive 
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class (label 1). According to these results, the model was able 

to discriminate both classes with high accuracy and 

demonstrated its discriminative power by making very low 

false positive predictions, especially for the negative class. The 

relatively high number of false negatives (FN = 46) suggests 

that the model is more cautious when classifying the positive 

class (eyes open). This distribution reveals that the model 

exhibits a balancing structure that contributes to its overall 

performance and keeps the misclassification rates to a 

minimum. Hence, these findings from the confusion matrix are 

consistent with previous performance metrics and ROC 

analysis, numerically confirming the model's consistent 

success in class discrimination. 

 

 
Figure 4. Confusion Matrix for Fold 1 

 

6.2 Discussion 
In this study, it is aimed to classify the eye openness state 

(open/closed) of individuals using EEG signals. For this 

purpose, the EEG Eye State dataset was used; the dataset 

contains 14,980 observations labelled for binary classification, 

consisting of 14 attributes in total. In the modelling process, 

data normalization was applied, and all variables were 

evaluated on the same scale. In the classification phase, the 

Extra Trees Classifier (ETC) algorithm, an ensemble method 

based on decision trees, was preferred and the model was tested 

with a 10-fold cross-validation method. The model gave 

consistent results in each fold and demonstrated an overall 

successful classification performance. In particular, Fold 1 

showed the highest success in terms of F1 score. 

The ROC curve of the model shows that the classification 

sensitivity is high, while the confusion matrix reveals low 

levels of misclassifications. Moreover, the feature importance 

analysis shows that the model gives more weight to some EEG 

channels in the classification process. This supports the effect 

of topographical diversity of EEG signals on classification 

success. However, the study also has some limitations. Since 

the dataset used was obtained from a single group of 

participants, it may be limited in terms of generalizability. In 

addition, only one basic machine learning algorithm was used 

for classification, and different model comparisons were not 

included. The lack of integration of deep learning or other 

signal processing techniques may have limited the ability of the 

method to recognize more complex patterns. In these respects, 

the study has demonstrated the effectiveness of machine 

learning methods in EEG-based eye state classification, but it 

is recommended to be supported by studies with larger 

participant profiles, different algorithms and multiple data 

sources. 

 

7. CONCLUSION AND FUTURE STUDIES 
 
In this study, we aim to automatically classify the eye 

openness state (open/closed) of individuals from EEG signals 

and develop a machine learning model on the EEG Eye State 

dataset. In the modelling process, the Extra Trees Classifier 

method, an ensemble learning algorithm based on decision 

trees, was preferred and the performance of the model was 

analysed in detail by applying 10-fold cross-validation on the 

dataset. The findings show that the model offers a consistent 

classification success. In particular, the highest success in 

terms of F1 score was observed in Fold 1, while the ROC curve 

and confusion matrix revealed that the model has a strong 

discrimination ability in terms of both sensitivity and 

specificity. Feature importance analysis revealed that some 

EEG channels play more decisive roles in the classification 

process, emphasizing the contribution of regional EEG activity 

to classification success. These findings suggest that traditional 

machine learning algorithms, when combined with appropriate 

preprocessing techniques and balanced modelling strategies, 

can provide effective solutions to classification problems based 

on biological signals such as EEG. 

Despite the findings of this study, some limitations need to 

be addressed in future research. First of all, since the dataset 

used was obtained from a single device and under limited 

conditions, the generalizability of the model should be re-

evaluated with EEG data collected from different populations 

and conditions. Furthermore, comparative performance 

analysis of different machine learning algorithms (e.g. 

LightGBM, XGBoost) and deep learning-based models (e.g. 

CNN, LSTM) can be performed to reveal more robust 

classification structures. On the other hand, this line of research 

can be further deepened by extending studies such as time 

series-based feature extraction, advanced filtering techniques 

for signal noise removal, and classification of cognitive states 

other than eye state. In particular, the development of low 

latency and high accuracy models for real-time applications 

will contribute to practical applications such as EEG-based 

human-computer interfaces and driver attention systems. 
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