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ABSTRACT ÖZ
Objectives: Artificial intelligence (AI) encompasses systems
designed to perform tasks that require human cognitive abilities,
such as reasoning, decision-making, and problem-solving. Open
AI’s Generative Pre-Trained Transformer (GPT) model family,
including ChatGPT, is widely recognized for its ability to
generate human-like text and facilitate interactive discussions.
ChatGPT has potential applications in diagnosis assistance and
medical education in healthcare, yet its adoption raises
concerns. Our study aims to evaluate ChatGPT’s diagnostic
performance in identifying autoinflammatory diseases
compared to clinicians, exploring its potential as an accessible
tool for physicians and patients.
Material and Methods: We evaluated the diagnostic
performance of a publicly accessible AI model against two
clinicians for identifying familial Mediterranean fever (FMF)
and periodic fever, aphthous stomatitis, pharyngitis, and adenitis
syndrome (PFAPA). Clinical data from 50 patients were
presented anonymously in structured format to both the AI
model and the clinicians. Diagnoses were compared to
confirmed clinical diagnoses.
Results: A total of 50 patients were included in the study. The
AI model suggested a rheumatologic diagnosis in 94% of cases
but correctly diagnosed only 50% of them. In comparison,
clinicians made accurate diagnoses in 76% and 70% of cases,
respectively.
Conclusion: The development of AI has attracted significant
attention in healthcare, as it has in other fields. However, AI-
generated data may be incorrect, highlighting the importance of
expert supervision. AI should complement, not replace
physicians, enhancing their capabilities. Future research should
evaluate AI performance across different fields and its impact
on decision-making to ensure reliable use through standardized
guidelines.

Amaç: Yapay zeka (YZ), insanın bilişsel yeteneklerini
gerektiren görevleri yerine getirmek üzere tasarlanmış
sistemleri ifade eder; bu görevler arasında akıl yürütme, karar
verme ve problem çözme yer alır. OpenAI’nın Generatif
Önceden Eğitilmiş Dönüştürücü (GPT) model ailesi, ChatGPT
dahil, insan benzeri metin üretme ve etkileşimli tartışmalar
yapabilme yeteneği ile geniş çapta tanınmaktadır. ChatGPT, tanı
desteği ve tıbbi eğitimde sağlık alanında potansiyel
uygulamalara sahipken, bu teknolojinin benimsenmesi bazı
endişeleri de beraberinde getirmektedir. Bu çalışmanın amacı,
ChatGPT’nin, otoinflamatuar hastalıkları tanımlama
konusundaki tanısal performansını, klinisyenlerle karşılaştırarak
değerlendirmek ve bunu hekimler ve hastalar için erişilebilir bir
araç olarak incelemektir.
Gereç ve Yöntemler: Aşağıda belirtilen hastalıkların tanısını
koymada bir yapay zekâ modelinin, iki klinisyenle
karşılaştırılan tanısal performansı değerlendirilmiştir: Ailevi
Akdeniz ateşi (AAA) ve periyodik ateş, aftöz stomatit, farenjit
ve adenit sendromu (PFAPA). 50 hastanın klinik verileri anonim
olarak yapılandırılmış bir formatta hem yapay zekâ modeline
hem de klinisyenlere sunulmuştur. Tanılar, doğrulanmış klinik
tanılarla karşılaştırılmıştır.
Bulgular: Çalışmaya toplam 50 hasta dahil edilmiştir. Yapay
zeka modeli, vakaların %94’ünde romatolojik bir tanı önermiş,
ancak bunların yalnızca %50’sini doğru bir şekilde teşhis
etmiştir. Buna karşılık, klinisyenler sırasıyla %76 ve %70
oranında doğru tanı koymuştur.
Sonuç: Yapay zeka teknolojisinin gelişimi, sağlık hizmetleri
dahil olmak üzere birçok alanda büyük ilgi uyandırmıştır.
Ancak, yapay zeka ile üretilen veriler hatalı olabilir, bu da
uzman denetiminin önemini vurgulamaktadır. Yapay zeka,
hekimleri ikame etmek yerine tamamlayıcı bir araç olarak
kullanılmalı ve hekimlerin yeteneklerini artırmalıdır.
Gelecekteki araştırmalar, yapay zekânın farklı alanlardaki
performansını ve karar verme süreçlerine etkisini
değerlendirerek, standartlaştırılmış kılavuzlarla güvenilir
kullanımını sağlamayı hedeflemelidir.

Keywords: Artificial intelligence, autoinflammatory diseases,
rheumatology.

Anahtar Kelimeler: Yapay zeka, otoinflamatuar hastalıklar,
romatoloji.
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INTRODUCTION 

In its broadest sense, artificial intelligence (AI) refers to 

machines or computers designed to carry out tasks that 

typically require human intelligence.1 These tasks 

include comprehension, perception, problem-solving 

skills, and judgment.1,2 Using neural network algorithms 

trained on large datasets, AI can generate human-like 

text outputs and provide extensive information on 

various topics3. Open AI’s Generative Pre-Trained 

Transformer (GPT) model family includes ChatGPT, 

which was released in November 2022. It is considered 

as one of the most advanced language models publicly 

available.1,4,5 ChatGPT is a notable example in 

healthcare, recognized for its ability to produce text 

resembling human-like communication.6 

Due to an extensive database, ChatGPT can generate 

reasonable and contextually appropriate responses to a 

wide range of questions and engage in interactive 

discussions, demonstrating and understanding of the 

complexities of human language.1,4,7,8 Numerous 

applications of ChatGPT in medical practice and 

education have been proposed, yet its adoption has 

yielded mixed outcomes. 2,4,7,9  Preliminary studies 

suggest that AI language models can be beneficial when 

their limitations are well understood.4 Although there is 

a significant interest in its potential to assist with 

diagnosis, and interpret medical reports, this also raises 

several concerns.10-14 

A common limitation of these models is their 

susceptibility to generating incorrect information and 

fabricated outputs not grounded in actual training data.3 

Additional concerns include the potential 

confidentiality, and misuse.4,15 Notably, both healthcare 

professionals and patients, as well as their families, can 

utilize ChatGPT and similar models for addressing 

health-related queries.3,16  Although the use of the 

internet to search for health information is already 

widespread, large language models (LLMs) may 

become a more prominent source of information 

provided by such software.3,16 Generative AI tools, due 

to the randomness inherent in their data collection 

processes and machine learning mechanisms, may 

produce varying responses to identical queries.16 There 

remains a significant gap in studies evaluating the 

performance of ChatGPT in addressing medical 

questions.6 This study aims to assess the diagnostic 

capabilities of ChatGPT in identifying 

autoinflammatory diseases, comparing its performance 

with that of clinicians, to provide insights into its utility 

as an easily accessible AI model for patients and 

healthcare providers. 

 

 

 

 

MATERIALS AND METHODS 

Study Design 

We aimed to evaluate the performance of an artificial 

intelligence model, freely accessible to both parents and 

clinicians, in generating a list of potential diagnoses. 

The clinical characteristics of patients with two periodic 

fever syndromes, familial Mediterranean fever (FMF) 

and periodic fever, aphthous stomatitis, pharyngitis, and 

adenitis syndrome (PFAPA), were standardized into a 

structured format, and both the AI model and two 

rheumatology fellows were asked to provide the best 

possible diagnosis for these cases. The results were 

subsequently compared.  

Study Description 

A total of 50 patients (20 with FMF and 30 with PFAPA, 

diagnosed by international criteria were included in the 

study.17 These patients had been under follow-up at our 

outpatient clinic for at least one year, with confirmed 

diagnoses and favourable treatment responses. The 

researchers documented the patients' histories in a 

standardized paragraph format (ÇY, BK) (Figure 1). 

Each paragraph included the patients’ age, frequency of 

symptoms, presence of periodicity, the number of 

attacks in the past six months, and the characteristics of 

the episodes (cryptic tonsillitis, fever, cervical 

lymphadenopathy, joint pain, joint swelling, aphthous 

ulcers, rash, and diarrhea) (Figure1). The standardized 

paragraph, ensuring the confidentiality of the patient’s 

identifying information, was presented to two pediatric 

rheumatology fellows (Clinician-I, Clinician-II) and 

ChatGPT, who were asked to specify the most likely 

diagnosis.  

 

 
Figure 1: An example of a question format posed to 

ChatGPT 
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Target Population and Sampling 

The standardized patient histories were compiled into a 

single paragraph and presented to the ChatGPT-3.5 

model and two rheumatology fellows. The diagnoses 

provided by these sources were then recorded in a 

database for comparison with the patients’ confirmed 

diagnoses.  

Statistical Analysis 

Statistical analyses were performed using IBM SPSS 

software version 23. Continuous variables were 

expressed as mean ± standard deviation (SD) or median 

(interquartile range), depending on their distribution. 

Categorical variables were summarized as frequencies 

and percentages. Comparisons of baseline 

characteristics between groups were conducted using 

the Chi-square test for categorical variables. A p-value 

of <0.05 was considered statistically significant. 

This study was conducted in accordance with the 

Helsinki Declaration. Ethics Committee approval was 

obtained from Gazi University (Decision number: E-

77082166-604.01-905676 / 2024-389 dated 

27.02.2024). Permission was granted to collect 

anonymized data without individualized consent, as the 

study exclusively utilized previously collected data. 

 

RESULTS 

A total of 50 patients were included in the study, with 

60% (n=30) diagnosed with PFAPA and 40% (n=20) 

diagnosed with FMF. The mean age at symptom onset 

was 3.44±0.52 years, while the average age at diagnosis 

was 4.93±0.52. When compared between groups, 

PFAPA patients tend to have an earlier age at symptom 

onset and diagnosis, with symptoms arising at a mean 

age of 2.4±0.45 years, compared to FMF patients, whose 

symptoms typically begin at a mean age of 5.0±1.03 

years (p<0.05). Additionally, PFAPA patients 

experience significantly longer febrile episodes (mean 

of 4.37 days) compared to FMF patients (mean of 1.9 

days) (p<0.001). While the number of episodes in the 

past 6 months was similar in both groups, there were 

notable differences in accompanying symptoms. 

Tonsillitis was found in all PFAPA patients (p<0.001), 

but only 2 FMF patients; among these, one experienced 

2 tonsillitis attacks and the other had 1 attack in the past 

6 months. Meanwhile, abdominal pain, joint pain, and 

joint swelling were more frequent in FMF patients 

(p<0.01, p<0.05, p<0.05, respectively). Specifically, 

joint swelling was exclusive to FMF. Headaches were 

also more common in FMF patients (p<0.05). In 

contrast, oral aphthosis and rash were more frequently 

observed in PFAPA patients (p<0.01, p<0.05, 

respectively), with 17 PFAPA patients experiencing oral 

ulcers compared to just 3 FMF patients, and a rash 

occurring in 7 PFAPA patients but none in the FMF 

group. Although diarrhea was more common in FMF 

patients, the difference was not statistically significant 

(p=0.170). These findings suggest distinct clinical 

features that can aid in differentiating FMF from 

PFAPA, with tonsillitis, oral aphthosis, and rash being 

more indicative of PFAPA, while abdominal pain, joint 

symptoms, and shorter febrile episodes are more 

characteristic of FMF. The characteristics of the patients 

are presented in Table 1.  

When asked to provide the most likely diagnosis based 

on the clinical history, the AI model suggested a 

rheumatologic diagnosis in 94% of cases (n=47). 

However, the correct diagnosis was made in only 50% 

of these cases (n=25). In comparison, clinician-1 

accurately predicted the diagnosis in 76% of cases 

(n=38), while clinician-2 did so in 70% of cases (n=35). 

The final diagnoses of the patients for whom the AI 

model made incorrect diagnoses are presented in Figure 

2. The diagnostic accuracy of clinicians and ChatGPT 

revealed that clinicians achieve higher accuracy in 

diagnosing FMF, whereas ChatGPT demonstrates 

comparable performance to clinicians in diagnosing 

PFAPA (Figure 3).  

 

DISCUSSION 

In our study, we aimed to evaluate the diagnostic 

accuracy of ChatGPT-3.5, an AI model that can be 

accessed free of charge by patients, caregivers, and 

healthcare professionals through internet access, in 

diagnosing autoinflammatory diseases. To the best of 

our knowledge, this is the first study comparing the 

diagnostic capabilities of clinicians and an AI model in 

the context of autoinflammatory disease. In this study, 

cases were presented to both the AI model and clinicians 

in a standard model, and their diagnostic accuracy rates 

were compared. The included patients had definitive 

diagnoses that fully met internationally accepted 

diagnostic and classification criteria, ensuring no 

uncertainty regarding their diagnoses.17 The AI model 

correctly identified the diagnosis in only 50% of the 

cases, whereas clinicians achieved accurate diagnoses in 

approximately 75% of cases. However, a noteworthy 

finding was that the AI model recommended referral to 

a rheumatology centre for 94% of the patients.   

When evaluating the clinical characteristics of the 

patients, it was observed that the longer febrile attack 

durations in PFAPA patients and the presence of 

abdominal pain, joint symptoms, and relatively shorter 

febrile attack durations in FMF patients were consistent 

with findings reported in the literature.17,18 Although 

rash is not a classical feature of PFAPA, 7 patients in our 

cohort experienced it during some febrile episodes. All 

met internationally accepted diagnostic criteria and 

responded well to standard treatment strategies. 

Infectious causes were excluded through clinical and 

laboratory evaluations. While a comprehensive genetic 
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panel was not performed, MEFV mutation analysis was 

available for all patients, and no additional clinical 

findings suggested monogenic autoinflammatory 

syndromes. Additionally, in the two FMF patients who 

experienced tonsillitis, clinical review revealed that the 

febrile episodes with pharyngeal symptoms were most 

likely triggered by intercurrent infections rather than 

reflecting a true overlap with PFAPA. These episodes 

were infrequent, not periodic in nature, and did not recur 

in a stereotyped pattern, which supports the conclusion 

that these findings were not suggestive of a coexisting 

PFAPA diagnosis. FMF and PFAPA are the most 

common autoinflammatory diseases and share many 

overlapping features.17,18 The high prevalence of these 

diseases and the relatively well-established diagnostic 

and treatment algorithms were key features in patient 

selection for this study.  

 

Table 1: Patient characteristics 

 FMF (n=20) PFAPA (n=30) p-value 

Age at symptom onset (mean±SD) 5.0±1.03 2.40±0.45 p=0.015 

Age at diagnosis(mean±SD) 6.55±0.97 3.85±0.50 p=0.006 

Clinical characteristics 

Number of febrile days 

(mean±SD) 

            1.9±0.143 4.37±0.242 p<0.001 

Number of episodes in the past 6 months (before 

treatment) 

(mean±SD) 

           5.5±0.702 6.6±0.681 p=0.297 

Accompanying symptoms related to the febrile episodes 

Tonsillitis 
Yes 2 30 

p<0.001 
No 18 0 

Cervical lymphadenopathy 
Yes 11 16 

p=0.569 
No 9 14 

Headache 
Yes 13 10 

p=0.028 
No 7 20 

Chest pain 
Yes 2 2 

p=0.528 
No 18 28 

Abdominal pain 
Yes 15 10 

p=0.004 
No 5 20 

Joint pain 
Yes 12 9 

p=0.035 
No 8 21 

Joint swelling 
Yes 4 0 

p=0.021 
No 16 30 

Oral aphthosis 
Yes 3 17 

p=0.003 
No 17 13 

Rash 
Yes 0 7 

p=0.02 
No 20 23 

Diarrhea 
Yes 3 1 

p=0.170 
No 17 29 

SD: Standart deviation 

 

 
Figure 2: Confirmed diagnoses of patients 

misdiagnosed by Chat-GPT3.5 

 

 
Figure 3: Distribution of diagnostic accuracy of 

ChatGPT and clinicians 
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Artificial intelligence models have increasingly been 

utilized across various fields of medicine. However, the 

effectiveness of ChatGPT in providing accurate advice 

on rheumatic diseases and related queries remains 

uncertain.19 In Spain, ChatGPT-3.5 correctly answered 

63% of rheumatology-related questions from the 

national residency entrance exam, while ChatGPT-4 

achieved an accuracy rate of 93%.20 Furthermore, 

ChatGPT-4 has been reported to outperform 

rheumatologists in diagnostic accuracy for 

inflammatory rheumatic diseases based on medical 

history.21 Additionally, ChatGPT-4 has demonstrated 

the ability to provide faster, higher quality, and even 

more empathetic responses to frequently asked 

questions from patients with systemic lupus 

erythematosus (SLE).22 In their cross-sectional study, 

Ayers et al. found that responses provided by a chatbot 

to medical questions posed by the public on a social 

media platform were preferred over those given by 

doctors and were rated significantly higher in quality 

and empathy.23 Another study involving a survey 

containing frequently asked questions related to SLE 

reported that ChatGPT-4 responses were more 

consistent and comprehensive than those provided by 

rheumatologists.19  In our study, when a structured 

patient history was provided to the ChatGPT-3.5 model, 

it accurately diagnosed half of the cases, though it 

performed less effectively than clinicians. Nonetheless, 

it assigned a rheumatological diagnosis and 

recommended referral to a rheumatology clinic in 94% 

of cases. In contrast, clinicians achieved an accuracy rate 

of approximately 75% based solely on the written 

patient histories. Furthermore, clinicians were observed 

to outperform ChatGPT in diagnosing FMF. This 

difference may be attributed to FMF being considered a 

more localized and frequently encountered diagnosis 

among Turkish clinicians, whereas PFAPA is 

recognized as a more global condition, and ChatGPT's 

reliance on a globally sourced database. The error 

margin observed among clinicians highlights the critical 

importance of conventional processes in a clinical 

setting, such as obtaining a detailed history directly from 

the patient and their caregivers, performing a physical 

examination, synthesizing complex information, and 

systematically progressing toward a diagnosis.  

The widespread adoption of generative AI in the future 

appears almost certain, particularly as current tools 

represent only the initial stages of these advancements.24 

However, in the context of using AI in medical decision-

making, issues such as ethics, patient consent, and data 

privacy are also significant, necessitating critical 

guidelines for the applications of LLMs like ChatGPT.21 

Our study has several limitations. Firstly, ChatGPT is a 

general AI model, and its knowledge is not entirely up-

to-date, with its latest update dating back to October 

2023. Secondly, ChatGPT-3.5 was selected as it is a 

model that patients can access freely and easily; 

however, the patient histories provided to the model 

were structured by two rheumatology fellows before 

being submitted. These histories were not directly taken 

from patients but were presented from a physician’s 

perspective, adopting a more professional tone, which 

likely made the task easier for ChatGPT. In addition, the 

limited number of patients included in this study (n=50) 

restricts the generalizability of the findings. Future 

research should aim to include larger and more 

heterogeneous cohorts to strengthen the evidence base.  

In conclusion, AI has already become an integral part of 

our lives, serving as a routine tool for both patients and 

healthcare professionals. However, it is crucial to 

recognize that AI can lead to incorrect outcomes, 

particularly in the healthcare field. In our study, the 

correct prediction rate of rheumatologic diseases was 

94%, while this rate was reduced to 50% for accurate 

diagnoses within the spectrum of rheumatological 

diseases. Therefore, the results generated by AI must 

always be reviewed and supervised by an experienced 

“human” expert. We emphasize that AI is not intended 

to replace physicians but to enhance their capabilities. It 

can be considered a complementary rather than an 

opposing tool in medicine and can be adapted to our 

clinical practice in a controlled manner to improve our 

diagnostic ability. 

Future research should focus on evaluating the 

performance of these AI models across various scientific 

disciplines and assessing their impact on critical 

decision-making. This would facilitate their safer use 

under standardized strategies.  
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