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ON SHERMAN’S TYPE INEQUALITIES FOR n-CONVEX

FUNCTION WITH APPLICATIONS

M. ADIL KHAN, S. IVELIĆ BRADANOVIĆ, AND J. PEČARIĆ

Abstract. New generalizations of Sherman’s inequality for convex functions
of higher order are obtained by using Hermite’s interpolating polynomials and

Green’s function. The Ostrowski and Grüss type bounds for the identity re-

lated to generalized Sherman’s inequality are established. Some applications
are discussed.

1. Introduction

Let I ⊂ R be an interval and x = (x1, ..., xm), y = (y1, ..., ym) ∈ Im, where
m ≥ 2. Let x[i] and y[i] denote the elements of x and y sorted in decreasing order.
We say that x majorizes y or y is majorized by x and write y ≺ x if

(1.1)

k∑
i=1

y[i] ≤
k∑
i=1

x[i], k = 1, ....,m− 1,

and the equation holds for k = m.
In majorization theory, the next result, well known as Majorization theorem,

plays a very important role (see [15]).

Theorem 1.1. Let φ : I → R be a convex continuous function on an interval I
and x = (x1, ..., xm), y = (y1, ..., ym) ∈ Im. If y ≺ x, then

m∑
i=1

φ(yi) ≤
m∑
i=1

φ(xi).

Recently some generalizations of majorization theorem with applications are
obtained (see [1]-[5], [12]).
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S. Sherman [16], considering a weighted relation of majorization

k∑
i=1

viyi ≤
l∑

j=1

ujxj ,

for nonnegative weights uj and vi, proved the general result which include the row
stochastic k × l matrix, i.e. matrix A = (aij) ∈Mkl(R) such that

aij ≥ 0 for all i = 1, ..., k, j = 1, ..., l,

l∑
j=1

aij = 1 for all i = 1, ..., k,

and holds under relations

yi =
l∑

j=1

xjaij , for i = 1, ..., k,(1.2)

uj =
k∑
i=1

viaij , for j = 1, ..., l.

His result can be formulated as the following theorem.

Theorem 1.2. Let x ∈ [α, β]l, y ∈ [α, β]k, u ∈ [0,∞)l and v ∈ [0,∞)k be such
that (1.2) holds for some row stochastic matrix A ∈Mkl(R). Then for every convex
function φ : [α, β]→ R we have

(1.3)

k∑
q=1

vqφ(yq) ≤
l∑

p=1

upφ(xp).

From Sherman’s theorem we can easily get Majorization theorem by setting k = l
and v = (1, ..., 1). Specially, when k = l and all weights vi = uj are equal, the
condition (1.2), i.e. u = vA, assures the stochasticity on columns, so in that case
we deal with doubly stochastic matrices. It is well known that for x,y ∈ Rl is valid

y ≺ x if and only if y = xA

for some doubly stochastic matrix A ∈Mll(R).
The aim of this paper is to establish generalizations of Sherman’s result which

hold for real, not necessary nonnegative vectors u, v and matrix A and for convex
functions of higher order. Recently some related results are obtained (see [6], [10]).

The class of convex functions of higher order, i.e. the notion of n-convexity was
defined in terms of divided differences by T. Popoviciu. A function φ : [α, β] → R
is n-convex, n ≥ 0, if its nth order divided differences [x0, ..., xn;φ] are nonnegative
for all choices of (n + 1) distinct points xi ∈ [α, β], i = 0, ..., n. Thus, a 0-convex
function is nonnegative, 1-convex function is nondecreasing and 2-convex function
is convex in the usual sense. If φ(n) exists, then φ is n-convex iff φ(n) ≥ 0 (see [15]).

At the end we point definition and some basic facts about exponential convexity.
For more details see [6], [11]. Here I denotes an open interval in R.

Definition 1.1. [14] For a fixed n ∈ N, a function φ : I → R is n-exponentially
convex in the Jensen sense on I if

n∑
i,j=1

pipjφ

(
xi + xj

2

)
≥ 0
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holds for all choices pi ∈ R and xi ∈ I, i = 1, ..., n. A function φ : I → R is
n-exponentially convex on I if it is n-exponentially convex in the Jensen sense and
continuous on I.

Remark 1.1. Let φ : I → R be a given function.

• φ is exponentially convex in the Jensen sense on I, if it is n-exponentially
convex in the Jensen sense for all n ∈ N.
• A positive function φ is log-convex, i.e. log φ is convex, in the Jensen sense

on I iff it is 2-exponentially convex in the Jensen sense on I.
• A positive function φ is log-convex on I if it is continuous and log-convex

in the Jensen sense on I
• A positive exponentially convex function φ on I is also log-convex on I.

2. Preliminaries

We use notations and terminology from [7].
Let −∞ < α < β < ∞ and let α ≤ a1 < a2 · · · < ar ≤ β be r (r ≥ 2) distinct

points. For φ ∈ Cn([α, β]) (n ≥ r) a unique polynomial ρH(s) of degree (n − 1)
exists, such that Hermite conditions hold

(H) ρ
(i)
H (aj) = φ(i)(aj); 0 ≤ i ≤ kj , 1 ≤ j ≤ r,

where
r∑
j=1

kj + r = n.

Specially, for r = 2, 1 ≤ m ≤ n − 1, k1 = m − 1 and k2 = n −m − 1 we have
type (m,n−m) conditions:

ρ
(i)
(m,n)(α) = φ(i)(α), 0 ≤ i ≤ m− 1,

ρ
(i)
(m,n)(β) = φ(i)(β), 0 ≤ i ≤ n−m− 1.

For n = 2m, r = 2 and k1 = k2 = m−1 we have two-point Taylor conditions:

ρ
(i)
2T (α) = φ(i)(α), ρ

(i)
2T (β) = φ(i)(β), 0 ≤ i ≤ m− 1.

Theorem 2.1. Let −∞ < α < β <∞ and α ≤ a1 < a2 · · · < ar ≤ β be r (r ≥ 2)
distinct points and φ ∈ Cn([α, β]). Then

(2.1) φ(t) = ρH(t) +RH,n(φ, t),

where ρH(t) is the Hermite inrepolating polynomial, i.e.

ρH(t) =

r∑
j=1

kj∑
i=0

Hij(t)φ
(i)(aj),

Hij are fundamental polynomials of the Hermite basis defined by

(2.2) Hij(t) =
1

i!

ω(t)

(t− aj)kj+1−i

kj−i∑
k=0

1

k!

dk

dtk

(
(t− aj)kj+1

ω(t)

)∣∣∣∣∣
t=aj

(t− aj)k,

with

(2.3) ω(t) =

r∏
j=1

(t− aj)kj+1
,



258 M. ADIL KHAN, S. IVELIĆ BRADANOVIĆ, AND J. PEČARIĆ

and the remainder is given by

RH,n(φ, t) =

∫ β

α

GH,n(t, s)φ(n)(s)ds,

where GH,n(t, s) is defined by

(2.4) GH,n(t, s) =


l∑

j=1

kj∑
i=0

(aj−s)n−i−1

(n−i−1)! Hij(t); s ≤ t,

−
r∑

j=l+1

kj∑
i=0

(aj−s)n−i−1

(n−i−1)! Hij(t); s ≥ t,

for all al ≤ s ≤ al+1; l = 0, . . . , r with a0 = α and ar+1 = β.

Remark 2.1. For type (m,n−m) conditions, from Theorem 2.1 we have

φ(t) = ρ(m,n)(t) +R(m,n)(φ, t)

where ρ(m,n)(t) is (m,n−m) interpolating polynomial, i.e.

ρ(m,n)(t) =

m−1∑
i=0

τi(t)φ
(i)(α) +

n−m−1∑
i=0

ηi(t)φ
(i)(β),

with

τi(t) =
1

i!
(t− α)i

( t− β
α− β

)n−m m−1−i∑
p=0

(
n−m+ p− 1

p

)( t− α
β − α

)p
,(2.5)

ηi(t) =
1

i!
(t− β)i

( t− α
β − α

)m n−m−1−i∑
p=0

(
m+ p− 1

p

)( t− β
α− β

)p
,(2.6)

and the remainder is given by

R(m,n)(φ, t) =

∫ β

α

G(m,n)(t, s)φ
(n)(s)ds

with

(2.7) G(m,n)(t, s) =



m−1∑
j=0

[m−1−j∑
p=0

(
n−m+p−1

p

)(
t−α
β−α

)p]
×

(t−α)j(α−s)n−j−1

j!(n−j−1)!

(
β−t
β−α

)n−m
, α ≤ s ≤ t ≤ β

−
n−m−1∑
i=0

[ n−m−i−1∑
q=0

(
m+q−1

q

)(
β−t
β−α

)q]
×

(t−β)i(β−s)n−i−1

i!(n−i−1)!

(
t−α
β−α

)m
, α ≤ t ≤ s ≤ β.

For Type Two-point Taylor conditions, from Theorem 2.1 we have

φ(t) = ρ2T (t) +R2T (φ, t)

where ρ2T (t) is the two-point Taylor interpolating polynomial i.e,

ρ2T (t) =

m−1∑
i=0

m−1−i∑
p=0

(
m+ p− 1

p

)[ (t− α)i

i!

( t− β
α− β

)m( t− α
β − α

)p
φ(i)(α)

+
(t− β)i

i!

( t− α
β − α

)m( t− β
α− β

)p
φ(i)(β)

]
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and the remainder is given by

R2T (φ, t) =

∫ β

α

G2T (t, s)φ(n)(s)ds

with

(2.8) G2T (t, s) =


(−1)m

(2m−1)!p
m(t, s)

m−1∑
j=0

(
m−1+j

j

)
(t− s)m−1−jqj(t, s), s ≤ t;

(−1)m

(2m−1)!q
m(t, s)

m−1∑
j=0

(
m−1+j

j

)
(s− t)m−1−jpj(t, s), s ≥ t;

where p(t, s) = (s−α)(β−t)
β−α , q(t, s) = p(s, t), ∀ t, s ∈ [α, β].

The following lemma describes the positivity of GH,n(t, s) (see [8], [13]).

Lemma 2.1. The function GH,n(t, s), defined by (2.4), has the following properties:

(i)
GH,n(t,s)
ω(t) > 0, a1 ≤ t ≤ ar, a1 < s < ar;

(ii) GH,n(t, s) ≤ 1
(n−1)!(β−α) |ω(t)|;

(iii)
∫ β
α
GH,n(t, s)ds = ω(t)

n! .

Green’s function of Lagrange type is defined on [α, β]× [α, β] by

(2.9) G(t, s) =

{
(t−β)(s−α)

β−α , α ≤ s ≤ t
(s−β)(t−α)

β−α , t ≤ s ≤ β
.

It is convex and continuous in both variables (see [17]).

3. Main results

The next identity related to generalized Sherman’s inequality holds.

Theorem 3.1. Let n ≥ 4 and φ ∈ Cn([α, β]), α ≤ a1 < a2 · · · < ar ≤ β (r ≥ 2) be

the given points and k1, ..., kr ∈ N with
r∑
j=1

kj + r = n. Let x ∈ [α, β]l, y ∈ [α, β]k,

u ∈ Rl and v ∈ Rk be such that (1.2) holds for some matrix A ∈ Mkl(R) whose

entries satisfy the condition
l∑

j=1

aij = 1, i = 1, ..., k. Then

l∑
p=1

upφ(xp)−
k∑
q=1

vqφ(yq)

=

∫ β

α

[
l∑

p=1

upG(xp, t)−
k∑
q=1

vqG(yq, t)

]
r∑
j=1

kj∑
i=0

Hij(t)φ
(i+2)(aj)dt

+

∫ β

α

∫ β

α

[
l∑

p=1

upG(xp, t)−
k∑
q=1

vqG(yq, t)

]
GH,n−2(t, s)φ(n)(s)dsdt,

(3.1)

where G, Hij and GH,n−2 are defined as in (2.9), (2.2) and (2.4), respectively.

Proof. For any function φ ∈ C2([α, β]), we can show integration by parts that the
following identity holds

(3.2) φ(x) =
β − x
β − α

φ(α) +
x− α
β − α

φ(β) +

∫ β

α

G(x, t)φ′′(t)dt,
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where G is defined by (2.9).

By an easy calculation, applying (3.2) in
l∑

p=1
upφ(xp)−

k∑
q=1

vqφ(yq) and using (1.2),

we get

l∑
p=1

upφ(xp)−
k∑
q=1

vqφ(yq)

=

∫ β

α

[
l∑

p=1

upG(xp, t)−
k∑
q=1

vqG(yq, t)

]
φ′′(t)dt.(3.3)

By Theorem 2.1, the function φ′′(t) can be expressed as

(3.4) φ′′(t) =
r∑
j=1

kj∑
i=0

Hij(t)φ
(i+2)(aj) +

∫ β

α

GH,n−2(t, s)φ(n)(s)ds.

Now, combining (3.3) and (3.4), we get (3.1). �

Using the previous identity we get the following generalization of Sherman’s
theorem which hold for real, not necessary nonnegative vectors u, v and matrix A.

Theorem 3.2. Let n ≥ 4 and φ ∈ Cn([α, β]) be n-convex on [α, β], α = a1 <

a2 · · · < ar = β (r ≥ 2) be the given points and k1, ..., kr ∈ N with
r∑
j=1

kj + r = n.

Let x ∈ [α, β]l, y ∈ [α, β]k, u ∈ Rl and v ∈ Rk be such that (1.2) holds for some

matrix A ∈Mkl(R) whose entries satisfy the condition
l∑

j=1

aij = 1, i = 1, ..., k and

(3.5)

l∑
p=1

upG(xp, t)−
k∑
q=1

vqG(yq, t) ≥ 0, t ∈ [α, β].

(i) If kj is odd for each j = 2, .., r, then

l∑
p=1

upφ(xp)−
k∑
q=1

vqφ(yq)(3.6)

≥
∫ β

α

[
l∑

p=1

upG(xp, t)−
k∑
q=1

vqG(yq, t)

]
r∑
j=1

kj∑
i=0

Hij(t)φ
(i+2)(aj)dt.

(ii) If kj is odd for each j = 2, .., r−1 and kr is even, then the reverse inequality
in (3.6) holds.

Proof. (i) Since φ ∈ Cn([α, β]) is n-convex, then φ(n) ≥ 0.

Clearly, (t− a1)
k1+1 ≥ 0 for any t ∈ [α, β] and if kj is odd for each j = 2, .., r, then

the function ω, defined by (2.3), satisfied ω(t) ≥ 0 for any t ∈ [α, β]. Therefore, by
Lemma 2.1 (i) it follows that GH,n−2(t, s) ≥ 0. Hence, we can apply Theorem 3.1
to obtain (3.6).
(ii) This part we can prove similarly. �

Under Sherman’s assumptions of non-negativity of vectors u, v and matrix A
the following generalizations hold.
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Theorem 3.3. Let n ≥ 4 and φ ∈ Cn([α, β]) be n-convex on [α, β], α = a1 <

a2 · · · < ar = β (r ≥ 2) be the given points and k1, ..., kr ∈ N with
r∑
j=1

kj + r = n.

Let x ∈ [α, β]l, y ∈ [α, β]k, u ∈ [0,∞)l and v ∈ [0,∞)k be such that (1.2) holds for
some row stochastic matrix A ∈Mkl(R).

(i) If kj is odd for each j = 2, .., r, then (3.6) holds.
(ii) If kj is odd for each j = 2, .., r−1 and kr is even, then the reverse inequality

in (3.6) holds.
(iii) If (3.6) holds and the function

(3.7) F̄ (·) =

r∑
j=1

kj∑
i=0

∫ β

α

G(·, t)Hij(t)φ
(i+2)(aj)dt

is convex on [α, β], then (1.3) holds.

Proof. (i) Since the functionG(., t), t ∈ [α, β], is convex, then by Sherman’s theorem
we have

l∑
p=1

upG(xp, t)−
k∑
q=1

vqG(yq, t) ≥ 0, t ∈ [α, β].

Applying Theorem 3.2 and Lemma 2.1 (i) we get (3.6).
(ii) Similarly we can prove this part.
(iii) If (3.6) holds, the right hand side of (3.6) can be rewriting in the form

l∑
p=1

upF̄ (xp)−
k∑
q=1

vqF̄ (yq),

where F̄ is defined by (3.7). If F̄ is convex, then by Sherman’s theorem we have

l∑
p=1

upF̄ (xp)−
k∑
q=1

vqF̄ (yq) ≥ 0,

i.e. the right hand side of (3.6) is nonnegative, so (1.3) immediately follows. �

As a direct consequence of the previous result, considering particular case of Her-
mite interpolating polynomial with type (m,n−m) conditions, we get the following
corollary.

Corollary 3.1. Let n ≥ 4, 1 ≤ m ≤ n − 1 and φ ∈ Cn([α, β]) be n-convex. Let
x ∈ [α, β]l, y ∈ [α, β]k, u ∈ [0,∞)l and v ∈ [0,∞)k be such that (1.2) holds for
some row stochastic matrix A ∈Mkl(R).

(i) If n−m is even, then

l∑
p=1

upφ(xp)−
k∑
q=1

vqφ(yq)

(3.8)

≥
β∫
α

[
l∑

p=1

upG(xp, t)−
k∑
q=1

vqG(yq, t)

](
m−1∑
i=0

τi(t)φ
(i+2)(α) +

n−m−1∑
i=0

ηi(t)φ
(i+2)(β)

)
dt,

where G, τi and ηi are defined as in (2.9), (2.5) and (2.6), respectively.
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(ii) If n−m is odd, then the reverse inequality in (3.8) holds.
(iii) If (3.8) holds and the function

(3.9) F̃ (·) =

∫ β

α

G(·, t)

(
m−1∑
i=0

τi(t)φ
(i)(α) +

n−m−1∑
i=0

ηi(t)φ
(i)(β)

)
dt

is convex on [α, β], then (1.3) holds.

Considering particular case of Hermite interpolating polynomial with two-point
Taylor conditions we get the next generalizations.

Corollary 3.2. Let m ≥ 2 and φ ∈ C2m([α, β]) be 2m-convex. Let x ∈ [α, β]l,
y ∈ [α, β]k, u ∈ [0,∞)l and v ∈ [0,∞)k be such that (1.2) holds for some row
stochastic matrix A ∈Mkl(R).

(i) If m is even, then

(3.10)

l∑
p=1

upφ(xp)−
k∑
q=1

vqφ(yq) ≥
∫ β

α

[
l∑

p=1

upG(xp, t)−
k∑
q=1

vqG(yq, t)

]
F (t)dt,

where

F (t) =

m−1∑
i=0

m−1−i∑
p=0

(
m+ p− 1

p

)[
(t− α)i

i!

(
t− β
α− β

)m(
t− α
β − α

)p
φ(i+2)(α)

+
(t− β)i

i!

(
t− α
β − α

)m(
t− β
α− β

)p
φ(i+2)(β)

]
.

(ii) If m is odd, then the reverse inequality in (3.10) holds.
(iii) If (3.10) holds and the function

F̂ (·) =

∫ β

α

G(·, t)F (t)dt

is convex on [α, β], then (1.3) holds.

4. Grüss and Ostrowski type inequalities related to generalized
Sherman’s inequality

P. Cerone and S. S. Dragomir [9], considering the Čebyšev functional

T (f, g) :=
1

β − α

∫ β

α

f(t)g(t)dt− 1

β − α

∫ β

α

f(t)dt · 1

β − α

∫ β

α

g(t)dt

for Lebesgue integrable functions f, g : [α, β]→ R, proved the following two results
which contain the Grüss and Ostrowski type inequalities.

Theorem 4.1. Let f : [α, β] → R be Lebesgue integrable and g : [α, β] → R be
absolutely continuous with (· − α)(β − ·)(g′)2 ∈ L[α, β]. Then

(4.1) |T (f, g)| ≤ 1√
2

[T (f, f)]
1
2

1√
β − α

(∫ β

α

(x− α)(β − x)[g′(x)]2dx

) 1
2

.

The constant 1√
2

in (4.1) is the best possible.
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Theorem 4.2. Let g : [α, β] → R be monotonic nondecreasing and f : [α, β] → R
be absolutely continuous with f ′ ∈ L∞[α, β]. Then

(4.2) |T (f, g)| ≤ 1

2(β − α)
‖f ′‖∞

∫ β

α

(x− α)(β − x)dg(x).

The constant 1
2 in (4.2) is the best possible.

To avoid many notations, under assumptions of Theorem 3.1, we define the
function B : [α, β]→ R by

(4.3) B(s) =

∫ β

α

[
l∑

p=1

upG(xp, t)−
m∑
q=1

vqG(yq, t)

]
GH,n−2(t, s)dt.

Then T (B,B) denotes the Čebyšev functional

T (B,B) =
1

β − α

∫ β

α

B2(s)ds−

(
1

β − α

∫ β

α

B(s)ds

)2

.

Theorem 4.3. Suppose that all the assumptions of Theorem 3.1 hold. Additionally,
let φ(n) be absolutely continuous on [α, β] with (· −α)(β− ·)(φ(n+1))2 ∈ L[α, β] and
B be defined as in (4.3). Then the following representation holds

l∑
p=1

upφ(xp)−
k∑
q=1

vqφ(yq)

=

∫ β

α

[
l∑

p=1

upG(xp, t)−
k∑
q=1

vqG(yq, t)

]
r∑
j=1

kj∑
i=0

Hij(t)φ
(i+2)(aj)dt

+
φ(n−1)(β)− φ(n−1)(α)

β − α

∫ β

α

B(s)ds+R(φ;α, β)(4.4)

and the remainder R(φ;α, β) satisfies the estimation

(4.5) |R(φ;α, β)| ≤
√
β − α√

2
[T (B,B)]

1
2

∣∣∣∣∣
∫ β

α

(s− α)(β − s)[φ(n+1)(s)]2ds

∣∣∣∣∣
1
2

Proof. Applying Theorem 4.1 for f → B and g → φ(n), we get∣∣∣∣∣ 1

β − α

∫ β

α

B(s)φ(n)(s)ds− 1

β − α

∫ β

α

B(s)ds · 1

β − α

∫ β

α

φ(n)(s)ds

∣∣∣∣∣
≤ 1√

2
[T (B,B)]

1
2

1√
β − α

(∫ β

α

(s− α)(β − s)[φ(n+1)(s)]2ds

) 1
2

.

Therefore, we have∫ β

α

B(s)φ(n)(s)ds =

(
φ(n−1)(β)− φ(n−1)(α)

)
β − α

∫ β

α

B(s)ds+R(φ;α, β),

where the remainder R(φ;α, β) satisfies the estimation (4.5).
Now from the identity (3.1) we obtain (4.4). �
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Theorem 4.4. Suppose that all the assumptions of Theorem 3.1 hold. Additionally,
let φ(n+1) ≥ 0 on [α, β] and B be defined as in (4.3). Then the representation (4.4)
holds and R(φ;α, β) satisfies the estimation

(4.6) |R(φ;α, β)| ≤ ‖B′‖∞
{
φ(n−1)(β) + φ(n−1)(α)

2
− φ(n−2)(β)− φ(n−2)(α)

β − α

}
.

Proof. Applying Theorem 4.2 for f → B and g → φ(n), we get∣∣∣∣∣ 1

β − α

∫ β

α

B(s)φ(n)(s)ds− 1

β − α

∫ β

α

B(s)ds · 1

β − α

∫ β

α

φ(n)(s)ds

∣∣∣∣∣
≤ 1

2(β − α)
‖B′‖∞

∫ β

α

(s− α)(β − s)φ(n+1)(s)ds.(4.7)

Since ∫ β

α

(s− α)(β − s)φ(n+1)(s)ds =

∫ β

α

[2s− (α+ β)]φ(n)(s)ds

= (β − α)
[
φ(n−1)(β) + φ(n−1)(α)

]
− 2

[
φ(n−2)(β)− φ(n−2)(α)

]
,

using identity (3.1) and the inequality (4.7) we deduce (4.6). �

Theorem 3.2 gives the lower bound for the expression

l∑
p=1

upφ(xp)−
k∑
q=1

vqφ(yq)

−
∫ β

α

[
l∑

p=1

upG(xp, t)−
k∑
q=1

vqG(yq, t)

]
r∑
j=1

kj∑
i=0

Hij(t)φ
(i+2)(aj)dt.

The upper bound is presented in the next theorem.

Theorem 4.5. Suppose that all the assumptions of Theorem 3.1 hold. Additionally,
let 1 ≤ p, q ≤ ∞, 1/p + 1/q = 1,

∣∣φ(n)
∣∣p ∈ Lp [α, β] and B be defined as in (4.3).

Then ∣∣∣∣∣
l∑

p=1

upφ(xp)−
k∑
q=1

vqφ(yq)

−
∫ β

α

[
l∑

p=1

upG(xp, t)−
k∑
q=1

vqG(yq, t)

]
r∑
j=1

kj∑
i=0

Hij(t)φ
(i+2)(aj)dt

∣∣∣∣∣∣
≤
∥∥∥φ(n)

∥∥∥
p
‖B‖q .(4.8)

The constant ‖B‖q is sharp for 1 < p ≤ ∞ and the best possible for p = 1.
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Proof. Applying Hölder’s inequality to the identity (3.1) we obtain∣∣∣∣∣
l∑

p=1

upφ(xp)−
k∑
q=1

vqφ(yq)(4.9)

−
∫ β

α

[
l∑

p=1

upG(xp, t)−
k∑
q=1

vqG(yq, t)

]
r∑
j=1

kj∑
i=0

Hij(t)φ
(i+2)(aj)dt

∣∣∣∣∣∣
=

∣∣∣∣∣
∫ β

α

B(s)φ(n)(s)ds

∣∣∣∣∣ ≤ ∥∥∥φ(n)
∥∥∥
p
‖B‖q .

For the proof of the sharpness of the constant ‖B‖q let us find a function φ for

which the equality in (4.9) holds.
For 1 < p <∞ take φ to be such that

φ(n)(s) = sgnB(s) |B(s)| .

For p =∞ take φ(n)(s) = sgnB(s).
For p = 1 we prove that

(4.10)

∣∣∣∣∣
∫ β

α

B(s)φ(n)(s)ds

∣∣∣∣∣ ≤ max
s∈[α,β]

|B(s)|

(∫ β

α

∣∣∣φ(n)(s)
∣∣∣ ds)

is the best possible inequality.
Assume that |B(s)| attains its maximum at s0 ∈ [α, β]. First we assume that B(s0) >
0. For ε small enough we define φε(s) by

φε(s) =


0, α ≤ s ≤ s0,

1
ε n! (s− s0)n, s0 ≤ s ≤ s0 + ε,
1
n! (s− s0)n−1, s0 + ε ≤ s ≤ β.

Then for ε small enough we have∣∣∣∣∣
∫ β

α

B(s)φ(n)(s)ds

∣∣∣∣∣ =

∣∣∣∣∫ s0+ε

s0

B(s)
1

ε
ds

∣∣∣∣ =
1

ε

∫ s0+ε

s0

B(s)ds.

Now from (4.10) we have

1

ε

∫ s0+ε

s0

B(s)ds ≤ B(s0)

∫ s0+ε

s0

1

ε
ds = B(s0).

Since

lim
ε→0

1

ε

∫ s0+ε

s0

B(s)ds = B(s0)

then the statement follows.
In case B(s0) < 0, we define φε(s) by

φε(s) =


1
n! (s− s0 − ε)n−1, α ≤ s ≤ s0,

− 1
εn! (t− t0 − ε)

n, s0 ≤ s ≤ s0 + ε,

0, s0 + ε ≤ s ≤ β,

and the rest of the proof is the same as above. �
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5. Some applications

Motivated by the inequality (3.6), under the assumptions of Theorems 3.2, we
define the linear functional Λ : Cn([α, β])→ R by

Λ(φ) =

l∑
p=1

upφ(xp)−
k∑
q=1

vqφ(yq)

−
∫ β

α

[
l∑

p=1

upG(xp, t)−
k∑
q=1

vqG(yq, t)

]
r∑
j=1

kj∑
i=0

Hij(t)φ
(i+2)(aj)dt.(5.1)

Remark 5.1. Note that if φ ∈ Cn([α, β]) is n-convex, then by Theorem 3.2 we have

Λ(φ) ≥ 0.

Using the linearity and positivity of defined functional we derive mean-value
theorems of the Lagrange and Cauchy type.

Theorem 5.1. Let φ ∈ Cn([α, β]) and Λ : Cn([α, β])→ R be the linear functional
defined by (5.1). Then there exist ξ ∈ [α, β] such that

Λ(φ) = φ(n)(ξ)Λ(ϕ),

where ϕ(x) = xn

n! .

Proof. Similar to the proof of Theorem 4.1 in [11]. �

Theorem 5.2. Let φ, ψ ∈ Cn([α, β]) and Λ : Cn([α, β]) → R be the linear func-
tional defined by (5.1). Then there exists ξ ∈ [α, β] such that

(5.2)
Λ(φ)

Λ(ψ)
=
φ(n)(ξ)

ψ(n)(ξ)
,

provided that the denominators are non-zero

Proof. Similar to the proof of Corollary 4.2 in [11]. �

Remark 5.2. If φ(n)

ψ(n) is an invertible function, then we get

ξ =

(
φ(n)

ψ(n)

)−1(
Λ(φ)

Λ(ψ)

)
which is exactly mean of Chauchy type of the segment [α, β].

Applying Exponential convexity method [11], we may interpret our results in the
form of exponentially convex functions or in the special case log convex functions.
In order to obtain such results, we define the families of functions as follows.

For every choice of l+ 1 mutually different points x0, x1, ..., xl ∈ [α, β] we define

• F1 = {φt : [α, β] → R : t ∈ I and t 7→ [x0, x1, ..., xl;φt] is n-exponentially
convex in the Jensen sense on I}
• F2 = {φt : [α, β] → R : t ∈ I and t 7→ [x0, x1, ..., xl;φt] is exponentially

convex in the Jensen sense on I}
• F3 = {φt : [α, β] → R : t ∈ I and t 7→ [x0, x1, ..., xl;φt] is 2-exponentially

convex in the Jensen sense on I}

Theorem 5.3. Let Λ be the linear functional defined as in (5.1) associated with
family F1. Then the following statements hold:
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(i) The function t 7→ Λ(φt) is n-exponentially convex in the Jensen sense on
I.

(ii) If the function t 7→ Λ(φt) is continuous on I, then it is n-exponentially
convex on I.

Proof. (i) We define the function h : [α, β]→ R by

h(x) =

n∑
j,k=1

pjpkφsjk(x),

where pj , sj ∈ R, j = 1, ..., n, sjk =
sj+sk

2 , 1 ≤ j, k ≤ n, and φsjk ∈ F1.
Since t 7→ [x0, x1, ..., xl;φt] is n-exponentially convex in the Jensen sense on I, then

[x0, x1, ..., xl;h] =

n∑
j,k=1

pjpk
[
x0, x1, ..., xl;φsjk

]
≥ 0,

i.e. h is l-convex. Therefore, we have

Λ(h) =

n∑
j,k=1

pjpkΛ
(
φsjk

)
≥ 0.

Hence, the function t 7→ Λ(φt) is n-exponentially convex in the Jensen sense on I.
(ii) Follows from (i) and Definition 1.1. �

The following corollary is an easy consequence of the previous theorem.

Corollary 5.1. Let Λ be the linear functional defined as in (5.1) associated with
family F2. Then the following statements hold:

(i) The function t 7→ Λ(φt) is exponentially convex in the Jensen sense on I.
(ii) If the function t 7→ Λ(φt) is continuous on I, then it is exponentially convex

on I.

Corollary 5.2. Let Λ be the linear functional defined as in (5.1) associated with
family F3. Then the following statements hold:

(i) If the function t 7→ Λ(φt) is continuous on I, then it is 2-exponentially
convex on I. If t 7→ Λ(φt) is additionally positive, then it is also log-convex
on I. Furthermore, for every choice r, s, t ∈ I, such that r < s < t, it holds

[Λ(φs)]
t−r ≤ [Λ(φr)]

t−s
[Λ(φr)]

s−r
.

(ii) If the function t 7→ Λ(φt) is positive and differentiable on I, then for all
r, s, u, v ∈ I such that r ≤ u, s ≤ v, we have

(5.3) µr,s (Λ,F3) ≤ µu,v (Λ,F3) ,

where

(5.4) µr,s (Λ,F3) =


(

Λ(φr)
Λ(φs)

) 1
r−s

, r 6= s,

exp
(

d
dr (Λ(φr))

Λ(φr)

)
, r = s.

Proof. (i) The first part of statement is an easy consequence of Theorem 5.3 and
the second one of Remark 1.1.
Since t 7→ Λ(φt) is log-convex on I, i.e. t 7→ log Λ(φt) is convex on I, then by
definition we have

(r − t) log Λ(φt) + (t− s) log Λ(fr) + (s− r) log Λ(fr) ≥ 0
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for every choice r, s, t ∈ I, such that r < s < t. Therefore, we have

[Λ(φs)]
t−r ≤ [Λ(φr)]

t−s
[Λ(φr)]

s−r
.

(ii) Since t 7→ log Λ(φt) is convex on I, by definition we have

(5.5)
log Λ(φr)− log Λ(φs)

r − s
≤ log Λ(φu)− log Λ(φv)

u− v

for r ≤ u, s ≤ v, r 6= u, s 6= v. Therefore, we have

µr,s (Λ,F3) ≤ µu,v (Λ,F3) .

Case r = s, u = v follows from (5.5) as limiting case. �

Using obtained mean-valued theorems and results regarding the exponential con-
vexity, we may deduce some new classes of two-parameter Cauchy-type means.

For example, consider the family of functions

Ω = {ϕt : (0,∞)→ (0,∞) : t ∈ (0,∞)}

defined by

ϕt(x) =
e−x
√
t(

−
√
t
)n .

Since dnϕt
dxn (x) = e−x

√
t > 0, the function ϕt is n-convex function for every t > 0.

Moreover, the function t 7→ dnϕt
dxn (x) is exponentially convex. Therefore, using

the same arguments as in proof of Theorem 5.3, we conclude that the function
t 7→ [x0, x1, ..., xl;ϕt] is exponentially convex (and so exponentially convex in the
Jensen sense ). Then from Corollary 5.1 it follows that t 7→ Λ(ϕt) is exponentially
convex in the Jensen sense. It is easy to verify that the function t 7→ Λ(ϕt) is
continuous, so it is exponentially convex.

For this family of functions, with assumption that [α, β] ⊂ (0,∞) and t 7→ Λ(ϕt)
is positive, (5.4) becomes

µη,ζ =

ζnηn .
l∑

p=1
upe
−xp
√
η −

k∑
q=1

vqe
−yq
√
η −A1

l∑
p=1

upe−xp
√
ζ −

k∑
q=1

vqe−yq
√
ζ −B1


1

η−ζ

, η 6= ζ,

µη,η = exp


k∑
q=1

vqyqe
−yq
√
η −

l∑
p=1

upxpe
−xp
√
η +A2

2
√
η

(
l∑

p=1
upe−xp

√
η −

k∑
q=1

vqe−yq
√
η −A1

) − n

η

 ,
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where

A1 =

∫ β

α

(
l∑

p=1
upG(xp, t)−

k∑
q=1

vqG(yq, t)

)
r∑
j=1

kj∑
i=0

Hij(t)(−1)i+2η1+ i
2 e−aj

√
ηdt,

A2 =

∫ β

α

(
l∑

p=1
upG(xp, t)−

k∑
q=1

vqG(yq, t)

)
r∑
j=1

kj∑
i=0

Hij(t)
di+2

dxi+2
(xe−x

√
η)|x=ajdt,

B1 =

∫ β

α

(
l∑

p=1
upG(xp, t)−

k∑
q=1

vqG(yq, t)

)
r∑
j=1

kj∑
i=0

Hij(t)(−1)i+2ζ1+ i
2 e−aj

√
ζdt.

Using Theorem 5.2 it follows that

µη,ζ (Λ,Ω) = −
(√

η +
√
ζ
)

logµη,ζ (Λ,Ω)

satisfies

α ≤ µη,ζ (Λ,Ω) ≤ β,
i.e. µη,ζ (Λ,Ω) is mean. By Corollary 5.2, using (5.3), it follows that this mean is
monotonic.
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ity, Thai J. Math., 10(2) (2012), 617-633.
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10000 Zagreb, Croatia
E-mail address: pecaric@hazu.hr


