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Abstract
The classical two-sample t-test assumes that observations are indepen-
dent. A violation of this assumption could lead to inaccurate results
and incorrectly analyzing data leads to erroneous statistical inferences.
However, in real life applications, data are often recorded over time
and serial correlation is unavoidable. In this study, two new autocor-
relation corrected standard errors are proposed for independent and
correlated samples. These standard errors are replaced by the classical
standard error in the presence of serially correlated samples in two sam-
ples t-test. Results based upon the simulation show that the proposed
standard errors gives higher empirical power than other approaches.
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1. Introduction
Two-sample hypothesis testing is a classical statistical analysis designed in order to test
whether there is a difference between two means drawn from two different populations.

Let X1 = (X1,1, X1,2, ..., X1,n1)
′
and X2 = (X2,1, X2,2, ..., X2,n2)

′
be random samples

from two populations at consecutive time points 1, 2, ..., n1 and 1, 2, ..., n2, respectively.
Let µ1 and µ2 be the means of these population. Then the hypothesis can be written as,

(1.1)
H0 : µ1 = µ2

H1 : µ1 6= µ2

The classical two-sample t-test assumes that the observations are independent. A vi-
olation of this assumption could lead to inaccurate results and incorrect conclusions.
However, in some studies, recording data over time leads to the serial correlation. In
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such cases, the classical variance estimators are generally found smaller than the actual
variance and that affects the absolute value of the observed t-test statistic. Several meth-
ods have been proposed in the literature for estimating standard error of the difference
between the means for two autocorrelated data. Those are Wilks [7], Box-Hunter [1],
Seitshiro [5], and Zimmerman [8] approaches.
In this study instead of using classical methods, alternative methods for the different
variance estimators have been discussed via a simulation study. In section 2, Student’s
t-test which is one of the most frequently used test in statistics is introduced. The ap-
proaches which have been proposed in the literature and new approaches that are used
to compare two autocorrelated means are introduced in Section 3. These approaches
are illustrated by a numerical example in Section 4 and the simulation study results are
discussed in Section 5.

2. Student’s t-test
One of the most popular approach for equality of population means is Student’s t-test.
This approach requires the observations in both samples are independent and normally
distributed [3].

Let X1 ∼ (µ1, σ
2
1) and X2 ∼ (µ2, σ

2
2) be normal distributed random variables, then the

t-test statistic is defined as follows:

(2.1) t =
X̄1 − X̄2√

s21/n1 + s22/n2

where the sample means are X̄i =
ni∑
j=1

Xi,j/ni and the sample variances are s2i =

ni∑
j=1

(Xi,j − X̄i)/(ni − 1) for i = 1, 2. Under H0, t follows approximately a t distribu-

tion with υ degrees of freedom. Under the assumption of unequal variances (σ2
1 6= σ2

2),
the υ is calculated as follows:

(2.2) υ =
(s21/n1 + s22/n2)2

(s21/n1)2/(n1 − 1) + (s22/n2)2/(n2 − 1)
.

Under the assumption of equal variances (σ2
1 = σ2

2), t has a t-distribution with υ =
n1 + n2 − 2 degrees of freedom. t and the pooled variances can be calculated as:

(2.3) t =
X̄1 − X̄2

sp
√

1/n1 + 1/n2

,

(2.4) s2p =
(n1 − 1)s21 + (n2 − 1)s22

n1 + n2 − 2
.

Although Student’s t-test is one of the most commonly used method for testing a hy-
pothesis on the basis of a difference between sample means, this method is not proper for
the autocorrelated data. In order to analyze the difference between two sample means,
another approaches have been suggested for the autocorrelated data.



1201

3. Two sample comparison of two autocorrelated means
The general form of t-test is

(3.1) t =
X̄1 − X̄2√

V ar(X̄1 − X̄2)
.

Several methods have been proposed in the literature for estimating standard error of
the difference between means for two autocorrelated data. The Wilks,vBox-Hunter, and
Seitshiro approaches are presented in the following sub-sections.

3.1. Wilks approach. Wilks approach estimates the standard error of the sampling
distribution of the mean based on variance inflation factor is defined as follows:

(3.2) SE =

√
V
s2x
n
.

This approach is successful when the sample size n is sufficiently large. In the Equation
(3.2), s2x is the sample variance and V is the variance inflation factor which depends on
the autocorrelation in the data. V can be calculated as:

(3.3) V = 1 + 2

n−1∑
k=1

{1− k

n
}rk,

where rk values are estimates of the autocorrelations at lags k [7].
In order to obtain more stable estimates for V , the time series model can be useful [4, 6].
When assuming an AR(1) model for the data, only the lag-1 autocorrelation needs to be
directly estimated from the data [7],

(3.4) r1 =

n−1∑
t=1

(Xt − X̄)(Xt+1 − X̄)

n∑
t=1

(Xt − X̄)2
.

Because the estimates of V are substantially biased for samples that are not large, instead
of using V , the adjusted variance inflation factor given in Equation (3.5) is suggested to
use.

(3.5) V
′

= V exp{2V

n
}.

Then, the standard error (SE) that is suggested by Wilks is [7],

(3.6) SEW =

√
V
′
1

s2x1

n1
+ V

′
2

s2x2

n2
.

The general form of t statistic to test whether the means are different can be calculated
as follows:

(3.7) t =
X̄1 − X̄2

SE
.
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3.2. Box-Hunter approach. Box et al. [1] presented a numerical example to discuss
the serial dependence in the industrial data. In this study, two different methods are
applied to data during the ongoing process [5]. The standard error is defined by taking
the autocorrelation into consideration as,

(3.8) SEBH =

√
2s2

n
[1 +

2n− 3

n
r1].

The t statistic can be calculated from Equation (3.7). Here the sample sizes are n1 =

n2 = n. The sample mean is X̄ =
2∑

i=1

n∑
j=1

Xi,j/2n and the sample variance is s2 =

2∑
i=1

n∑
j=1

(Xi,j − X̄)/(2n− 1).

3.3. Seitshiro approach. Seitshiro approach is proposed based on the paired samples
t-test. The hypothesis of no difference between the series X1 and X2 are formulated in
terms of the differences, given by:

(3.9)
H0 : µD = 0

H1 : µD 6= 0

The test statistic that tests this hypothesis is [5]

(3.10) tdep =
D̄√
σ̂2(D̄)

where σ̂2(D̄) denotes the estimated variance of D̄ and D̄ = X̄1 − X̄2.
The estimator for σ̂2(D̄) is

(3.11) φ̂D =
γ̂1
γ̂0

=

∑n
i=1(Di − D̄)(Di+1 − D̄)/n∑n

i=1(Di − D̄)2/n

(3.12) σ̂2(D̄) =
γ̂0(1 + φ̂D)

n(1− φ̂D)
.

3.4. The proposed approaches. There are some disadvantages of Box-Hunter ap-
proach. Although Box-Hunter approach is useful for serially dependent data, this ap-
proach ignores that there are two groups and an overall variance is calculated instead
of two different variances. The restriction of Box-Hunter’s approach is that, the sample
sizes of two groups should be equal. The approach also ignores the effects of sample
autocorrelation and an overall value is calculated. Because of these disadvantages, Box-
Hunter approach is extended to the approaches that allow the unequal sample sizes for
independence and correlated samples. The effects of sample variances and autocorrela-
tion are also considered.
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The standard error of the difference for independent samples is

(3.13) SE =

√∣∣∣∣ s212n1
(1 +

2n1 − 3

n1
rX1 ) +

s22
2n2

(1 +
2n2 − 3

n2
rY1 )

∣∣∣∣.
The standard error of the difference for correlated samples is

(3.14) SE =

√∣∣∣∣ s212n1
(1 +

2n1 − 3

n1
rX1 ) +

s22
2n2

(1 +
2n2 − 3

n2
rY1 ) + 2cov(X1, X2)

∣∣∣∣.
These approaches will be illustrated on a numerical example. Then, they will be com-
pared through the simulation study.

4. Numerical example
The data set given in Table 1 concerns the assessments of a modification in a manu-
facturing plant [1]. When the process continues, A method is applied to the first 10
observation, then B method is applied to the others.

Table 1. Yield data from an industrial experiment (plant trial)

Time Method Yield Time Method Yield
Order Order

1 A 89.7 11 B 84.7
2 A 81.4 12 B 86.1
3 A 84.5 13 B 83.2
4 A 84.8 14 B 91.9
5 A 87.3 15 B 86.3
6 A 79.7 16 B 79.3
7 A 85.1 17 B 82.6
8 A 81.7 18 B 89.1
9 A 83.7 19 B 83.7
10 A 84.5 20 B 88.5

The descriptive statistics of A and B methods are given in Table 2. Table 3 shows t-test
results and standard errors of difference for the approaches that are given in Section 2.

Table 2. Descriptive statistics of yield data

Method A B A-B
Mean 84.24 85.54 -1.30
St.D. 2.90 3.65 1.27
St.E. 0.92 1.15 1.47
r1 -0.44 -0.17 -

After analyzing the data by five different methods, it can be seen that, independent
samples t-test has the largest standard error. This is due to the serially dependence
structure of the variables. Wilks approach has the smallest standard error. Seitshiro
approach and proposed approach have similar results with Wilks’. The results in Table
3 show that, the hypotheses are not rejected for all approaches. Hence, there is not a
statistically significance difference between the A and B methods.
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Table 3. t-test results of yield data

Method t-value υ P-value St.E.
Student t (Equal variances) -0.882 18 0.390 1.474
Wilks -1.962 18 0.065 0.663
Box-Hunter -1.113 18 0.280 1.167
Seitshiro -1.927 18 0.070 0.675
Proposed 1 -1.892 18 0.075 0.687

5. Simulation study
In this section, we performed a simulation study to compare the performance of five
approaches with respect to their power values and Type I error probabilities. One of the
time series models is the first-order autoregressive (AR(1)) process, defined as,

(5.1) Xt = Xt−1r1 + εt

where εt are independent and generated from normal distribution [7, 2]. In this study,
two random AR[1] processes are generated. For the simplicity and also to compare the
results of Box-Hunter approach, the sample sizes are assumed equal (n1 = n2) and con-
sidered as 10, 20, 30 and 50. All the results are based on 10000 replication of each sample.
The r1 values are taken as:
-0.9, -0.5, -0.3, 0.3, 0.5, 0.9

In the study, to generate a hypothesis test, it is assumed that the two samples came
from different populations with X ∼ N(50, 102) and Y ∼ N(30, 102) for equal variances,
and X ∼ N(50, 52) and Y ∼ N(30, 152) for unequal variances. In the second step, it is
assumed that the two samples came from the same populations with X ∼ N(50, 102) and
Y ∼ N(48, 102) for equal variances, and X ∼ N(50, 52) and Y ∼ N(48, 152) for unequal
variances.

After setting the simulation parameters, five methods are applied to random samples
and the null hypothesis of no difference is tested at the level of α = 0.05. Table 4 shows
the empirical power of the t-tests under equal and unequal variances for different sample
sizes and the different values of autocorrelation. The values of autocorrelation for X and
Y samplings are accepted as equal. Table 4 shows that, the powers of proposed methods
are the highest in many cases. For instance for rX1 = rY1 = 0.9; n = 20 and unequal
variances and for rX1 = rY1 = 0.9; n = 20 and unequal variances, power is the highest
for the proposed method for independent samples. Proposed 1 and Proposed 2 methods
give the highest power for rX1 = rY1 = 0.3; n = 10 and equal variances.
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Table 4. The empirical power of t-tests under equal and unequal vari-
ances for different sample sizes and autocorrelations

Equal Variances Unequal Variances
n n

rX1 = rY1 Method 10 20 30 50 10 20 30 50

-0.9

Student t 0.000 0.000 0.006 0.274 0.000 0.000 0.005 0.224
Wilks 0.071 0.977 0.994 0.999 0.050 0.970 0.987 0.991
Box-Hunter 0.091 0.076 0.241 0.703 0.010 0.079 0.228 0.615
Seitshiro 0.911 0.998 1.000 1.000 0.853 0.994 1.000 1.000
Proposed 1 0.077 0.247 0.602 0.968 0.006 0.149 0.505 0.930
Proposed 2 0.002 0.014 0.083 0.527 0.000 0.006 0.050 0.480

-0.5

Student t 0.001 0.640 0.993 1.000 0.000 0.552 0.973 1.000
Wilks 0.581 0.999 1.000 1.000 0.568 0.997 1.000 1.000
Box-Hunter 0.356 0.996 1.000 1.000 0.325 0.990 1.000 1.000
Seitshiro 0.956 1.000 1.000 1.000 0.914 0.999 1.000 1.000
Proposed 1 0.871 1.000 1.000 1.000 0.924 1.000 1.000 1.000
Proposed 2 0.103 0.929 1.000 1.000 0.054 0.938 1.000 1.000

-0.3

Student t 0.058 0.960 1.000 1.000 0.044 0.923 0.999 1.000
Wilks 0.709 1.000 1.000 1.000 0.693 0.999 1.000 1.000
Box-Hunter 0.063 0.990 1.000 1.000 0.072 0.975 1.000 1.000
Seitshiro 0.954 1.000 1.000 1.000 0.916 0.999 1.000 1.000
Proposed 1 0.854 1.000 1.000 1.000 0.858 1.000 1.000 1.000
Proposed 2 0.568 0.999 1.000 1.000 0.587 0.999 1.000 1.000

0.3

Student t 0.973 1.000 1.000 1.000 0.961 1.000 1.000 1.000
Wilks 0.968 1.000 1.000 1.000 0.952 1.000 1.000 1.000
Box-Hunter 0.489 1.000 1.000 1.000 0.454 0.997 1.000 1.000
Seitshiro 0.940 0.999 1.000 1.000 0.910 0.997 1.000 1.000
Proposed 1 0.990 1.000 1.000 1.000 0.985 1.000 1.000 1.000
Proposed 2 0.997 1.000 1.000 1.000 0.991 1.000 1.000 1.000

0.5

Student t 0.996 1.000 1.000 1.000 0.990 1.000 1.000 1.000
Wilks 0.995 1.000 1.000 1.000 0.985 1.000 1.000 1.000
Box-Hunter 0.877 1.000 1.000 1.000 0.814 0.999 1.000 1.000
Seitshiro 0.918 0.998 1.000 1.000 0.892 0.994 1.000 1.000
Proposed 1 0.998 1.000 1.000 1.000 0.992 1.000 1.000 1.000
Proposed 2 0.997 1.000 1.000 1.000 0.990 1.000 1.000 1.000

0.9

Student t 0.532 0.997 1.000 1.000 0.528 0.986 1.000 1.000
Wilks 0.007 0.137 0.306 0.770 0.029 0.179 0.324 0.740
Box-Hunter 0.000 0.651 0.996 1.000 0.001 0.611 0.982 1.000
Seitshiro 0.616 0.910 0.981 1.000 0.608 0.882 0.973 0.999
Proposed 1 0.472 0.991 1.000 1.000 0.477 0.971 1.000 1.000
Proposed 2 0.985 1.000 1.000 1.000 0.972 0.999 1.000 1.000

Table 5 and Table 6 show the means of t-values and their standard deviations under equal
and unequal variances for different sample sizes and the different values of autocorrela-
tion, respectively. The mean and standard deviations of the approaches with the mean
and standard deviation of theoretical t distribution can be compared by means of Table
5 and Table 6. The deviations from the expected value and variance of t distribution
occur in negative autocorrelated variables. The results are similar when the variances
are not equal.

Table 7 shows the empirical power, the means of t-values, the standard deviations of
t-values, and means of standard errors for t-tests under the different variances for differ-
ent sample sizes. Here the sample sizes are n1 = n2 = 50 and sample autocorrelations
are r1 = r2 = 0.5. Table 8 shows the means and standard deviations of t values, and
standard errors for t-test under equal variances for different sample sizes. The values of
autocorrelation for X and Y samplings are assumed as unequal. Here the sample sizes
are n1 = n2 = 50.
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Table 5. The empirical distributions of t-values under equal variances
for different sample size and autocorrelations

n 10 20 30 50
r Method t-value St.D. t-value St.D. t-value St.D t-value St.D.

-0.9

Student t 0.486 0.154 0.882 0.217 1.231 0.269 1.799 0.332
Wilks 1.445 0.436 3.450 0.780 6.097 9.323 8.149 10.798
Box-Hunter 0.835 0.748 1.300 0.843 1.734 1.037 2.428 1.086
Seitshiro 3.802 1.375 5.711 1.449 7.187 1.474 9.542 1.496
Proposed1 1.261 1.236 1.795 1.307 2.323 1.108 3.158 0.897
Proposed2 0.498 0.288 0.943 0.403 1.393 0.854 2.199 1.025

-0.5

Student t 1.129 0.290 2.167 0.386 3.038 0.452 4.459 0.531
Wilks 2.253 0.624 4.875 1.167 7.362 3.832 12.136 16.351
Box-Hunter 2.259 4.173 3.575 2.879 4.369 2.081 5.659 1.031
Seitshiro 4.254 1.482 6.203 1.598 7.655 1.626 9.952 1.628
Proposed1 4.890 5.849 10.300 13.441 15.502 19.506 24.384 45.781
Proposed2 1.491 0.653 3.181 1.555 4.974 3.233 8.947 7.775

-0.3

Student t 1.501 0.373 2.862 0.490 3.974 0.572 5.804 0.661
Wilks 2.511 0.710 5.372 1.367 7.833 3.099 12.251 12.704
Box-Hunter 1.669 0.328 2.765 0.303 3.563 0.300 4.813 0.282
Seitshiro 4.320 1.511 6.287 1.687 7.695 1.735 9.987 1.744
Proposed1 3.956 6.537 8.194 22.702 11.000 11.888 15.284 12.320
Proposed2 2.635 2.528 6.321 9.063 10.866 16.969 21.660 28.082

0.3

Student t 3.980 0.958 6.858 1.205 9.053 1.340 12.395 1.490
Wilks 4.590 1.617 8.547 2.902 11.728 4.855 17.406 70.774
Box-Hunter 2.050 0.234 3.054 0.201 3.810 0.189 4.983 0.185
Seitshiro 4.255 1.562 6.304 1.976 7.794 2.108 10.081 2.259
Proposed1 6.060 5.417 8.738 2.624 11.021 2.432 14.535 2.415
Proposed2 9.049 14.491 10.835 7.980 12.515 6.625 15.493 3.329

0.5

Student t 5.815 1.320 9.535 1.717 12.259 1.890 16.438 2.085
Wilks 6.253 2.351 10.485 3.891 13.578 5.887 18.974 54.725
Box-Hunter 2.289 0.183 3.269 0.160 4.017 0.156 5.200 0.155
Seitshiro 3.969 1.483 6.067 2.024 7.608 2.264 10.007 2.536
Proposed1 7.278 2.952 10.681 2.622 13.212 2.682 17.193 2.784
Proposed2 5.983 2.138 9.665 2.530 12.335 2.580 16.533 2.886

0.9

Student t 2.145 0.566 3.903 0.696 5.618 0.804 9.052 1.011
Wilks 1.259 0.336 1.684 0.310 1.867 0.290 2.225 0.319
Box-Hunter 1.363 0.280 2.107 0.263 2.793 0.255 4.024 0.241
Seitshiro 2.389 0.725 3.078 0.907 3.801 1.118 5.334 1.553
Proposed1 2.063 0.548 3.476 0.625 4.892 0.708 7.766 0.881
Proposed2 4.000 0.825 5.705 0.883 7.721 1.009 11.881 1.283
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Table 6. The empirical distributions of t-values under unequal vari-
ances for different sample size and autocorrelations

n 10 20 30 50
r Method t-value St.D. t-value St.D. t-value St.D. t-value St.D.

-0.9

Student t 0.476 0.149 0.865 0.230 1.188 0.286 1.715 0.370
Wilks 1.412 0.412 3.364 0.790 5.984 11.605 7.432 9.907
Box-Hunter 0.783 0.416 1.283 0.824 1.684 0.815 2.342 0.925
Seitshiro 3.457 1.360 5.144 1.398 6.436 1.415 8.531 1.414
Proposed1 1.007 0.357 1.561 0.460 2.059 0.539 2.887 0.681
Proposed2 0.470 0.153 0.905 0.445 1.312 0.447 2.049 0.714

-0.5

Student t 1.103 0.300 2.086 0.409 4.169 0.564 4.169 0.564
Wilks 2.217 0.626 4.818 1.228 12.416 15.886 12.416 15.886
Box-Hunter 2.191 2.176 3.701 4.404 5.825 2.206 5.825 2.206
Seitshiro 3.890 1.459 5.618 1.527 8.909 1.514 8.909 1.514
Proposed1 5.654 20.322 12.284 33.876 26.241 32.758 26.241 32.758
Proposed2 1.406 0.417 3.023 0.960 8.284 7.149 8.284 7.149

-0.3

Student t 1.460 0.379 2.739 0.507 3.771 0.599 5.404 0.706
Wilks 2.486 0.729 5.300 1.461 7.912 4.438 13.171 18.575
Box-Hunter 1.654 0.364 2.728 0.454 3.509 0.380 4.732 0.371
Seitshiro 3.991 1.530 5.693 1.596 6.971 1.637 8.997 1.632
Proposed1 3.199 1.377 6.526 4.515 9.070 5.005 13.052 7.077
Proposed2 2.373 1.061 6.113 5.559 11.551 19.929 24.147 61.614

0.3

Student t 3.792 0.928 6.402 1.247 8.341 1.409 11.322 1.564
Wilks 4.744 1.889 8.702 3.410 12.434 14.482 17.781 31.394
Box-Hunter 2.026 0.261 2.992 0.248 3.720 0.245 4.862 0.245
Seitshiro 4.060 1.590 5.831 1.938 7.146 2.054 9.144 2.160
Proposed1 5.426 4.324 8.017 2.272 10.043 2.206 13.230 2.248
Proposed2 7.463 6.854 9.282 4.866 10.917 3.206 13.847 2.666

0.5

Student t 5.496 1.461 8.870 1.934 11.272 2.105 14.932 2.268
Wilks 6.117 2.384 10.183 3.997 13.296 8.213 18.640 22.671
Box-Hunter 2.250 0.234 3.207 0.220 3.937 0.213 5.090 0.214
Seitshiro 3.856 1.514 5.740 2.008 7.058 2.212 9.112 2.387
Proposed1 6.305 1.890 9.608 2.337 11.907 2.446 15.501 2.610
Proposed2 5.318 1.375 8.740 1.962 11.179 2.204 14.935 2.495

0.9

Student t 2.164 0.704 3.893 0.875 5.588 0.988 8.993 1.240
Wilks 1.272 0.414 1.681 0.379 1.857 0.333 2.204 0.335
Box-Hunter 1.358 0.340 2.091 0.331 2.773 0.316 4.000 0.299
Seitshiro 2.407 0.803 3.108 1.022 3.822 1.254 5.340 1.656
Proposed1 2.077 0.676 3.463 0.780 4.861 0.861 7.708 1.066
Proposed2 3.883 0.848 5.589 0.963 7.570 1.065 11.658 1.299

Table 7. The empirical power and results of t-tests for different values
of autocorrelations (α = 0.05)

X Y Method E.Power t-value St.D St.E

N(50, 52) N(48, 102)

Student t 0.512 2.010 1.739 1.830
Wilks 0.460 2.301 4.153 2.115
Box-Hunter 0.310 1.357 1.124 2.622
Seitshiro 0.277 1.338 1.231 2.893
Proposed1 0.526 2.084 1.812 1.772
Proposed2 0.549 2.173 1.902 1.702

N(50, 152) N(48, 102)

Student t 0.369 1.243 1.735 2.882
Wilks 0.353 1.490 3.470 3.238
Box-Hunter 0.184 0.852 1.175 4.061
Seitshiro 0.157 0.812 1.179 4.654
Proposed1 0.387 1.302 1.837 2.779
Proposed2 0.398 1.341 1.906 2.727

N(50, 252) N(48, 102)

Student t 0.319 0.855 1.790 4.256
Wilks 0.336 1.123 3.512 4.666
Box-Hunter 0.153 0.591 1.231 5.959
Seitshiro 0.128 0.557 1.206 6.944
Proposed1 0.337 0.900 1.902 4.103
Proposed2 0.344 0.915 1.944 4.066

N(50, 352) N(48, 102)

Student t 0.288 0.618 1.776 5.724
Wilks 0.317 0.919 5.053 6.225
Box-Hunter 0.132 0.428 1.231 7.983
Seitshiro 0.105 0.399 1.185 9.356
Proposed1 0.308 0.650 1.887 5.516
Proposed2 0.312 0.658 1.914 5.491
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Table 8. The results of t-tests under X ∼ N(50, 102) and Y ∼
N(30, 102) where nX = nY = 50 for different autocorrelations

rX1 rY1 Method t-value St.D St.E

-0.3 -0.5

Student t 6.544 0.635 2.795
Wilks 15.997 14.781 1.389
Box-Hunter 5.362 0.269 3.405
Seitshiro 13.000 2.000 1.427
Proposed1 17.821 64.163 1.237
Proposed2 10.099 2.728 1.854

-0.3 -0.9

Student t 4.938 0.894 4.715
Wilks 19.322 27.782 1.698
Box-Hunter 12.558 20.380 2.441
Seitshiro 18.330 2.312 1.248
Proposed1 13.163 15.390 2.091
Proposed2 19.439 23.691 1.673

0.3 -0.3

Student t 19.538 1.460 2.448
Wilks 35.284 42.452 1.723
Box-Hunter 5.577 0.053 8.544
Seitshiro 23.062 3.663 2.116
Proposed1 22.904 3.052 2.1113
Proposed2 24.417 9.243 2.010

0.3 -0.5

Student t 19.247 1.510 2.652
Wilks 40.260 54.038 1.648
Box-Hunter 5.650 0.050 8.995
Seitshiro 26.834 3.906 1.932
Proposed1 22.576 3.067 2.286
Proposed2 23.826 5.118 2.191

0.3 -0.9

Student t 12.340 2.253 4.620
Wilks 41.225 50.525 1.904
Box-Hunter 6.192 0.411 8.940
Seitshiro 34.897 4.198 1.602
Proposed1 14.451 3.040 3.983
Proposed2 14.736 3.392 3.930

0.3 0.5

Student t 4.846 1.564 2.219
Wilks 6.183 6.938 2.332
Box-Hunter 3.028 0.744 3.485
Seitshiro 3.505 1.378 3.219
Proposed1 5.689 1.970 1.914
Proposed2 5.993 2.257 1.847

0.3 0.9

Student t -22.383 2.210 8.362
Wilks -5.940 1.425 32.796
Box-Hunter -5.331 0.089 34.795
Seitshiro -6.373 1.351 30.394
Proposed1 -26.177 3.630 7.212
Proposed2 -25.840 3.672 7.313

The type I errors under equal and unequal variances for different sample sizes and dif-
ferent autocorrelation levels for α = 0.05 are summarized in Table 9. The probabilities
below 0.05 means that the null hypothesis is rejected. The deviation from nominal al-
pha is the highest for the Student t-test. Proposed 1 approach for rX1 = rY1 = 0.9;
n = 50 and unequal variances gives the most reasonable results. Box Hunter approach
for rX1 = rY1 = −0.3; n = 20 and unequal variances gives the perfect fit associated with
the actual nominal alpha value.

6. Conclusions
In order to compare two autocorrelated data, the classical two-sample t-test cannot be
used. Because its assumption is the independence of observations, these test cannot be
used. In this study, suggested autocorrelation corrected standard errors for independent
and correlated samples were introduced. The introduced methods were applied on plant
trial data set and compared via a simulation study.

The results show that, the empirical power is higher when the variances are equal for
all the combinations of autocorrelation. When the sample size increases, the empirical
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Table 9. The type I errors for different sample sizes and autocorrelations

Equal Variances Unequal Variances
n n

rX1 = rY1 Method 10 20 30 50 10 20 30 50

-0.9

Student t 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Wilks 0.000 0.007 0.075 0.100 0.000 0.009 0.073 0.100
Box-Hunter 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Seitshiro 0.071 0.080 0.103 0.147 0.069 0.077 0.090 0.132
Proposed1 0.007 0.002 0.001 0.001 0.000 0.000 0.000 0.000
Proposed2 0.000 0.000 0.002 0.002 0.000 0.001 0.000 0.000

-0.5

Student t 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.001
Wilks 0.002 0.051 0.132 0.229 0.005 0.061 0.144 0.246
Box-Hunter 0.064 0.155 0.238 0.380 0.068 0.158 0.221 0.343
Seitshiro 0.093 0.097 0.120 0.163 0.095 0.094 0.111 0.143
Proposed1 0.115 0.234 0.332 0.481 0.172 0.335 0.416 0.537
Proposed2 0.001 0.015 0.042 0.147 0.000 0.008 0.036 0.144

-0.3

Student t 0.000 0.000 0.002 0.013 0.000 0.000 0.004 0.012
Wilks 0.006 0.081 0.154 0.252 0.013 0.094 0.177 0.267
Box-Hunter 0.013 0.038 0.062 0.132 0.016 0.050 0.082 0.141
Seitshiro 0.104 0.107 0.120 0.165 0.107 0.103 0.114 0.145
Proposed1 0.068 0.163 0.233 0.344 0.044 0.145 0.222 0.317
Proposed2 0.026 0.133 0.256 0.462 0.017 0.155 0.320 0.527

0.3

Student t 0.119 0.182 0.227 0.304 0.125 0.177 0.209 0.280
Wilks 0.257 0.333 0.372 0.392 0.278 0.347 0.373 0.393
Box-Hunter 0.018 0.068 0.107 0.164 0.027 0.077 0.106 0.156
Seitshiro 0.178 0.152 0.155 0.188 0.172 0.145 0.143 0.172
Proposed1 0.270 0.290 0.319 0.384 0.257 0.274 0.295 0.358
Proposed2 0.356 0.333 0.348 0.398 0.334 0.309 0.314 0.368

0.5

Student t 0.199 0.289 0.345 0.431 0.227 0.286 0.330 0.402
Wilks 0.265 0.339 0.373 0.394 0.288 0.342 0.378 0.392
Box-Hunter 0.030 0.110 0.160 0.242 0.039 0.120 0.155 0.221
Seitshiro 0.222 0.185 0.187 0.215 0.230 0.178 0.162 0.187
Proposed1 0.296 0.337 0.376 0.448 0.290 0.321 0.357 0.419
Proposed2 0.410 0.390 0.398 0.463 0.368 0.354 0.374 0.427

0.9

Student t 0.000 0.002 0.007 0.056 0.001 0.006 0.021 0.085
Wilks 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Box-Hunter 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002
Seitshiro 0.392 0.377 0.363 0.367 0.399 0.380 0.365 0.337
Proposed1 0.000 0.000 0.002 0.024 0.000 0.003 0.009 0.044
Proposed2 0.167 0.086 0.125 0.257 0.188 0.117 0.163 0.279

power also increases. Student’s t-test does not have sufficient results when the autocor-
relation is negative and the sample size is small. When the sample size increases or the
autocorrelation is positive, empirical power increases.

If there is a negative and high autocorrelation, Seitshiro approach has the highest em-
pirical power. In the case that the autocorrelation is r1 = r2 = −0.5 and −0.3, Seitshiro
approach for n = 10, proposed approaches for n > 20 have the highest empirical powers.
In the case that the autocorrelation is positive but not at high levels, proposed approaches
have the highest empirical powers. If there is a positive and high autocorrelation, pro-
posed approach for correlated samples gives better results. When n > 20 and the level
of autocorrelation is low or moderate, the empirical powers of t-tests results are similar.
In general, except presence of negative autocorrelations for n = 10 and r1 = r2 = −0.9,
the proposed approaches have the highest empirical power.

The proposed approaches are extended from the Box-Hunter approach. The proposed
approaches have higher empirical power than the Box-Hunter approach for all cases.
Whether the variances of two groups are equal or unequal and for all values of autocor-
relation.

When the values of autocorrelation are unequal and one of them is negative, Wilks and
Seithiro approaches; when both of them are positive, the proposed approaches; when
both of them are negative and r1 = 0.3, r2 = −0.3, the proposed approaches; and; when
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both of them are negative, the proposed and Seitshiro approaches have the lowest mean
of standard errors. When the difference of the two sample variances increases, the em-
pirical power of test decreases and the mean of standard errors increases.
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