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#### Abstract

In this paper, the maximum likelihood and Bayesian approaches have been used to obtain the estimates of the stress-strength reliability $R=$ $P(X<Y)$ based on upper record values for the two-parameter Burr Type XII distribution. A necessary and sufficient condition is studied for the existence and uniqueness of the maximum likelihood estimates of the parameters. When the first shape parameter of $X$ and $Y$ is common and unknown, the maximum likelihood (ML) estimate and asymptotic confidence interval of $R$ are obtained. In this case, the Bayes estimate of $R$ has been developed by using Lindley's approximation and the Markov Chain Monte Carlo (MCMC) method due to lack of explicit forms under the squared error (SE) and linear-exponential (LINEX) loss functions for informative prior. The MCMC method has been also used to construct the highest posterior density (HPD) credible interval. When the first shape parameter of $X$ and $Y$ is common and known, the ML, uniformly minimum variance unbiased (UMVU) and Bayes estimates, Bayesian and HPD credible as well as exact and approximate intervals of $R$ are obtained. The comparison of the derived estimates is carried out by using Monte Carlo simulations. Two real life data sets are analysed for the illustration purposes.
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## 1. Introduction

Let $X_{1}, X_{2}, \ldots$ be a sequence of continuous random variables. $X_{k}$ is an upper record value if its value is greater than all preceding values $X_{1}, X_{2}, \ldots, X_{k-1}$. By definition, $X_{1}$ is an upper record value. An analogous definition can be provided for lower record values. The theory of record values was first introduced by Chandler [17] and it has been extensively studied in the literature since then. More details and references may be found in Ahsanullah [2], Arnold et al. [5] and Nevzorov [38].

Record values and the associated statistics are of interest in many real life applications, such as weather, sports, economics, life-tests and so on. For example, in the manufacturing industry, it might be interesting to a researcher to determine the minimum failure stress of the products sequentially, while the amount of the rainfall that is grater (smaller) than the previous once is of importance to climatologists and hydrologists. In some experiments, an observation is stored only if it is an upper (lower) record value because the measurement saving can be important especially when the sample size is very big, costly or all (some portion) of the data is destroyed. For specific examples, see Gulati and Padgett [23].

In the reliability context, the stress-strength model can be described as an assessment of reliability of a system in terms of random variables $X$ representing stress experienced by the system and $Y$ representing the strength of the system available to overcome the stress. If the stress exceeds the strength, then the system will fail. Thus $R=P(X<Y)$ is a reliability of a system. The main idea was introduced by Birnbaum [13] and developed by Birnbaum and McCarty [14]. A comprehensive account of this topic is presented by Kotz et al. [24]. It provides an excellent review of the development of the stress-strength up to the year 2003.

In the literature, many papers are available for an estimate of the reliability based on a random sample or record values. When the $X$ and $Y$ are independent and follow the Burr Type III, X and XII, generalized exponential, Weibull, Gompertz, Kumaraswamy and Levy distributions, the estimation of $R$ based on a random sample were studied by Mokhlis [31], Ahmad et al. [1], Awad and Gharraf [9], Kundu Gupta [25, 26], Saraçoğlu et al. [41], Nadar et al. [32] and Najarzadegan et al. [36], respectively. When the $X$ and $Y$ are independent and follow one and two parameters generalized exponential, Weibull, exponentiated gumbel, Kumaraswamy, one and two parameters exponential and Burr Type X distributions, the classical and Bayesian estimates of $R$ based on records were considered by Baklizi [10], Asgharzadeh et al. [7], Baklizi [11], Tavirdizade [43], Nadar and Kızılaslan [33], Baklizi [12] and Tavirdizade and Garehchobogh [44], respectively.

The Burr Type XII distribution was introduced by Burr [16]. If a random variable $X$ follows a Burr Type XII distribution, denoted by $X \sim \operatorname{Burr}(\alpha, \beta)$, then the cumulative distribution function (cdf) and the probability density function (pdf) are given by, respectively,

$$
\begin{align*}
& F(x ; \alpha, \beta)=1-\left(1+x^{\alpha}\right)^{-\beta}, x>0, \alpha>0, \beta>0  \tag{1.1}\\
& f(x ; \alpha, \beta)=\alpha \beta x^{\alpha-1}\left(1+x^{\alpha}\right)^{-(\beta+1)}, x>0
\end{align*}
$$

Here $\alpha>0$ and $\beta>0$ are the two shape parameters. This distribution has been studied by the several authors; see, for example, Al-Hussaini and Jaheen [3, 4], Ghitany and Al-Awadhi [21], Nadar and Papadopoulos [35], Nadar and Kızılaslan [34] and Rao et al. [40].

The main purpose of this paper is to improve the inference procedures for the stressstrength reliability based on upper record values while the measurements follow the two-parameter Burr Type XII distribution when the first shape parameters are common. When the first shape parameter $\alpha$ is unknown, the ML and Bayes estimates, as well as asymptotic confidence and HPD credible intervals are derived. When $\alpha$ is known, different estimates, namely ML, UMVU, Bayes and empirical Bayes estimates, are obtained. The Bayes estimates of $R$ under the SE and LINEX loss functions are derived in closed forms for informative and non informative prior cases. It is also obtained by using Lindley's approximation and MCMC method. The exact and other Bayes estimates are compared in terms of estimated risk (ER) by the Monte Carlo simulations. Also, the exact and asymptotic confidence intervals, as well as Bayesian, empirical Bayesian and HPD credible intervals are constructed for $R$.

The rest of the paper is organized as follows. In Section 2, a necessary and sufficient condition for the existence and uniqueness of the ML estimates of the parameters is established when $\alpha$ is unknown. The ML and Bayesian estimates as well as the asymptotic confidence and HPD credible intervals of $R$ are obtained. In Section 3, the ML and UMVU estimates, as well as exact and asymptotic confidence intervals are obtained for $R$ when $\alpha$ is known. The Bayes estimates are derived analytically and also obtained by using Lindley's approximation and MCMC method for informative and non informative prior cases. Moreover, Bayesian, empirical Bayesian and HPD credible intervals of $R$ are constructed. In Section 4, the different proposed methods have been compared by using Monte Carlo simulations and the findings are illustrated by tables and plots. Furthermore, two real data sets analysis are presented. Finally, we conclude the paper in Section 5.

## 2. Estimation of $R$ when the first shape parameter $\alpha$ is common

In this section, we investigate the properties of $R=P(X<Y)$, when the first shape parameter $\alpha$ is common for the distributions of $X$ and $Y$. The ML estimates, its existence and uniqueness, asymptotic confidence intervals, as well as Bayes estimates and HPD credible interval for $R$ are obtained.
2.1. MLE of $R$. Let $X \sim \operatorname{Burr}\left(\alpha, \beta_{1}\right)$ and $Y \sim \operatorname{Burr}\left(\alpha, \beta_{2}\right)$ are independent random variables. Then, the reliability $R=P(X<Y)$ is

$$
\begin{align*}
R & =P(X<Y)=\int_{0}^{\infty} f_{Y}(y) P(X<Y \mid Y=y) d y \\
& =\frac{\beta_{1}}{\beta_{1}+\beta_{2}} . \tag{2.1}
\end{align*}
$$

The estimate of $R$ are considered based on upper record data on both variables. Let $R_{1}, \ldots, R_{n}$ be a set of upper records from $\operatorname{Burr}\left(\alpha, \beta_{1}\right)$ and $S_{1}, \ldots, S_{m}$ be a set of upper records from $\operatorname{Burr}\left(\alpha, \beta_{2}\right)$ independently from the first sample. The likelihood functions based on records are given by, see Arnold et al. [5],

$$
\begin{aligned}
L_{1}\left(\beta_{1}, \alpha \mid \underline{r}\right) & =f\left(r_{n} ; \alpha, \beta_{1}\right) \prod_{i=1}^{n-1} \frac{f\left(r_{i} ; \alpha, \beta_{1}\right)}{1-F\left(r_{i} ; \alpha, \beta_{1}\right)}, 0<r_{1}<\ldots<r_{n}<\infty \\
L_{2}\left(\beta_{2}, \alpha \mid \underline{s}\right) & =g\left(s_{m} ; \alpha, \beta_{2}\right) \prod_{j=1}^{m-1} \frac{g\left(s_{j} ; \alpha, \beta_{2}\right)}{1-G\left(s_{j} ; \alpha, \beta_{2}\right)}, 0<s_{1}<\ldots<s_{m}<\infty
\end{aligned}
$$

where $\underline{r}=\left(r_{1}, \ldots, r_{n}\right), \underline{s}=\left(s_{1}, \ldots, s_{m}\right), f$ and $F$ are the pdf and cdf of $X$ follows $\operatorname{Burr}\left(\alpha, \beta_{1}\right)$, respectively and $g$ and $G$ are the pdf and $\operatorname{cdf}$ of $Y$ follows $\operatorname{Burr}\left(\alpha, \beta_{2}\right)$,
respectively. Then, the joint likelihood function of $\left(\beta_{1}, \beta_{2}, \alpha\right)$ given $(\underline{r}, \underline{s})$ is given by

$$
\begin{equation*}
L\left(\beta_{1}, \beta_{2}, \alpha \mid \underline{r}, \underline{s}\right)=h_{1}(\underline{r} ; \alpha) h_{2}(\underline{s} ; \alpha) \alpha^{n+m} \beta_{1}^{n} \beta_{2}^{m} e^{-\beta_{1} T_{1}\left(r_{n} ; \alpha\right)} e^{-\beta_{2} T_{2}\left(s_{m} ; \alpha\right)} \tag{2.2}
\end{equation*}
$$

where

$$
\begin{align*}
& h_{1}(\underline{r} ; \alpha)=\prod_{i=1}^{n} \frac{r_{i}^{\alpha-1}}{1+r_{i}^{\alpha}}, h_{2}(\underline{s} ; \alpha)=\prod_{j=1}^{m} \frac{s_{j}^{\alpha-1}}{1+s_{j}^{\alpha}},  \tag{2.3}\\
& T_{1}\left(r_{n} ; \alpha\right)=\ln \left(1+r_{n}^{\alpha}\right), T_{2}\left(s_{m} ; \alpha\right)=\ln \left(1+s_{m}^{\alpha}\right) . \tag{2.4}
\end{align*}
$$

The joint log-likelihood function is

$$
\begin{align*}
& l\left(\beta_{1}, \beta_{2}, \alpha \mid \underline{r}, \underline{s}\right)=\ln h_{1}(\underline{r} ; \alpha)+\ln h_{2}(\underline{s} ; \alpha)+(n+m) \ln \alpha+n \ln \beta_{1}  \tag{2.5}\\
& +m \ln \beta_{2}-\beta_{1} T_{1}\left(r_{n} ; \alpha\right)-\beta_{2} T_{2}\left(s_{m} ; \alpha\right) .
\end{align*}
$$

The ML estimates of $\beta_{1}, \beta_{2}$ and $\alpha$ are given by

$$
\begin{align*}
& \widehat{\beta}_{1}=\frac{n}{T_{1}\left(r_{n} ; \widehat{\alpha}\right)},  \tag{2.6}\\
& \widehat{\beta}_{2}=\frac{m}{T_{2}\left(s_{m} ; \widehat{\alpha}\right)} \tag{2.7}
\end{align*}
$$

and $\widehat{\alpha}$ is the solution of the following non-linear equation

$$
\begin{aligned}
& \frac{n+m}{\alpha}+\sum_{i=1}^{n} \frac{\ln r_{i}}{1+r_{i}^{\alpha}}+\sum_{j=1}^{m} \frac{\ln s_{j}}{1+s_{j}^{\alpha}}-\left(\frac{n}{\ln \left(1+r_{n}^{\alpha}\right)}\right) \frac{r_{n}^{\alpha} \ln r_{n}}{1+r_{n}^{a}} \\
& -\left(\frac{m}{\ln \left(1+s_{m}^{\alpha}\right)}\right) \frac{s_{m}^{\alpha} \ln s_{m}}{1+s_{m}^{\alpha}}=0 .
\end{aligned}
$$

Therefore, $\widehat{\alpha}$ can be obtained as a solution of the non-linear equation of the form $h(\alpha)=\alpha$ where

$$
\begin{align*}
& h(a)=-(n+m)\left[\sum_{i=1}^{n} \frac{\ln r_{i}}{1+r_{i}^{\alpha}}+\sum_{j=1}^{m} \frac{\ln s_{j}}{1+s_{j}^{\alpha}}-\left(\frac{n}{\ln \left(1+r_{n}^{\alpha}\right)}\right) \frac{r_{n}^{\alpha} \ln r_{n}}{1+r_{n}^{a}}\right.  \tag{2.8}\\
& \left.-\left(\frac{m}{\ln \left(1+s_{m}^{\alpha}\right)}\right) \frac{s_{m}^{\alpha} \ln s_{m}}{1+s_{m}^{\alpha}}\right]^{-1} .
\end{align*}
$$

Since, $\widehat{\alpha}$ is a fixed point solution of the non-linear Equation (2.8), its value can be obtained using an iterative scheme as: $h\left(\alpha_{(j)}\right)=\alpha_{(j+1)}$, where $\alpha_{(j)}$ is the $j^{\text {th }}$ iterate of $\widehat{\alpha}$. The iteration procedure should be stopped when $\left|\alpha_{(j+1)}-\alpha_{(j)}\right|$ is sufficiently small. After $\widehat{\alpha}$ is obtained, $\widehat{\beta}_{1}$ and $\widehat{\beta}_{2}$ can be obtained from (2.6) and (2.7), respectively. Therefore, the MLE of $R$, say $\widehat{R}$, is given as

$$
\begin{equation*}
\widehat{R}=\frac{\widehat{\beta}_{1}}{\widehat{\beta}_{1}+\widehat{\beta}_{2}} . \tag{2.9}
\end{equation*}
$$

2.2. Existence and uniqueness of the ML estimates. We establish the existence and uniqueness of the ML estimates of the parameters $\beta_{1}, \beta_{2}$ and $\alpha$. We present the following lemma that will be used in proof of 2.2 Theorem.

### 2.1. Lemma. Let

$$
w(x)=[\ln (1+x)]^{2}+\xi^{2}(x)\left[\frac{\ln (1+x)}{x}-1\right]
$$

where $\xi(x)=x \ln (x) /(1+x)$. Then $w(x) \geq 0$ for $x \geq 0$.
Proof. For a proof, one may refer to Ghitany and Al-Awadhi [21].
2.2. Theorem. The $M L$ estimates of the parameters $\beta_{1}, \beta_{2}$ and $\alpha$ are unique, with $\widehat{\beta}_{1}=n / T_{1}\left(r_{n} ; \widehat{\alpha}\right), \widehat{\beta}_{2}=m / T_{2}\left(s_{m} ; \widehat{\alpha}\right)$ where $\widehat{\alpha}$ is the solution of the non-linear equation

$$
\begin{aligned}
& G(\alpha) \equiv \frac{n+m}{\alpha}+\sum_{i=1}^{n} \frac{\ln r_{i}}{1+r_{i}^{\alpha}}+\sum_{j=1}^{m} \frac{\ln s_{j}}{1+s_{j}^{\alpha}}-\left(\frac{n}{\ln \left(1+r_{n}^{\alpha}\right)}\right) \frac{r_{n}^{\alpha} \ln r_{n}}{1+r_{n}^{a}} \\
& -\left(\frac{m}{\ln \left(1+s_{m}^{\alpha}\right)}\right) \frac{s_{m}^{\alpha} \ln s_{m}}{1+s_{m}^{\alpha}}=0
\end{aligned}
$$

if at least one of the $r_{i}, i=1, \ldots, n$ (or $s_{j}, j=1, \ldots, m$ ) is less than unity.
Proof. We have

$$
\begin{aligned}
& G(0) \equiv \lim _{\alpha \rightarrow 0} G(\alpha)=\lim _{\alpha \rightarrow 0}\left(\frac{n+m}{\alpha}\right)+\frac{1}{2} \sum_{i=1}^{n} \ln r_{i}+\frac{1}{2} \sum_{j=1}^{m} \ln s_{j}-\frac{n \ln r_{n}}{2 \ln 2} \\
& -\frac{m \ln s_{m}}{2 \ln 2}=\infty
\end{aligned}
$$

Let

$$
G_{1}(\alpha ; \underline{r})=\frac{n}{\alpha}+\sum_{i=1}^{n} \frac{\ln r_{i}}{1+r_{i}^{\alpha}}-\left(\frac{n}{\ln \left(1+r_{n}^{\alpha}\right)}\right) \frac{r_{n}^{\alpha} \ln r_{n}}{1+r_{n}^{a}},
$$

and

$$
G_{2}(\alpha ; \underline{s})=\frac{m}{\alpha}+\sum_{j=1}^{m} \frac{\ln s_{j}}{1+s_{j}^{\alpha}}-\left(\frac{m}{\ln \left(1+s_{m}^{\alpha}\right)}\right) \frac{s_{m}^{\alpha} \ln s_{m}}{1+s_{m}^{a}} .
$$

Then, $G(\alpha)=G_{1}(\alpha ; \underline{r})+G_{2}(\alpha ; \underline{s})$. Firstly, we consider the limit of $G_{1}(\alpha ; \underline{r})$ as $\alpha \rightarrow \infty$.
(i) If $r_{n}$ is less than unity, that is $r_{i}<1, i=1, \ldots, n$, then

$$
\begin{aligned}
G_{1}(\infty ; \underline{r}) & \equiv \lim _{\alpha \rightarrow \infty} G_{1}(\alpha ; \underline{r})=\lim _{\alpha \rightarrow \infty}\left(\frac{n}{\alpha}+\sum_{i=1}^{n} \frac{\ln r_{i}}{1+r_{i}^{\alpha}}-n \frac{\ln r_{n} /\left(1+r_{n}^{\alpha}\right)}{\ln \left(1+r_{n}^{\alpha}\right) / r_{n}^{\alpha}}\right) \\
& =\sum_{i=1}^{n}\left(\ln r_{i}-\ln r_{n}\right)<0 .
\end{aligned}
$$

(ii) If only $r_{n}$ is greater than or equal to unity, that is $r_{n} \geq 1$ and $r_{i}<1, i=1, \ldots, n-1$, then

$$
\begin{aligned}
G_{1}(\infty ; \underline{r}) & =\lim _{\alpha \rightarrow \infty}\left(\frac{n}{\alpha}+\sum_{i=1}^{n-1} \frac{\ln r_{i}}{1+r_{i}^{\alpha}}+\frac{\ln r_{n}}{1+r_{n}^{\alpha}}-n \frac{r_{n}^{\alpha} \ln r_{n} /\left(1+r_{n}^{\alpha}\right)}{\ln \left(1+r_{n}^{\alpha}\right)}\right) \\
& =\sum_{i=1}^{n-1} \ln r_{i}<0
\end{aligned}
$$

(iii) If $r_{n}$ and some $r_{i}$ record values are greater than unity and some $r_{i}$ record values are less than unity, that is $r_{n}>1$ and $r_{i}>1, i=p, \ldots, t, 1<p \leq t<n$, then

$$
\begin{aligned}
G_{1}(\infty ; \underline{r}) & =\lim _{\alpha \rightarrow \infty}\left(\frac{n}{\alpha}+\sum_{i=1\left(r_{i}<1\right)}^{n} \frac{\ln r_{i}}{1+r_{i}^{\alpha}}+\sum_{i=1\left(r_{i}>1\right)}^{n} \frac{\ln r_{i}}{1+r_{i}^{\alpha}}-n \frac{r_{n}^{\alpha} \ln r_{n} /\left(1+r_{n}^{\alpha}\right)}{\ln \left(1+r_{n}^{\alpha}\right)}\right) \\
& =\sum_{i=1\left(r_{i}<1\right)}^{n} \ln r_{i}<0 .
\end{aligned}
$$

When the conditions given in (i)-(iii) holds for $s_{j}, j=1, \ldots, m, G_{2}(\alpha ; \underline{s})<0$ as $\alpha \rightarrow \infty$. So that, the limit of $G(\alpha)=G_{1}(\alpha ; \underline{r})+G_{2}(\alpha ; \underline{s})<0$ as $\alpha \rightarrow \infty$ when $r_{i}, i=1, \ldots, n$ and $s_{j}, j=1, \ldots, m$ satisfy any of the conditions given in (i)-(iii).

Next, we need to show the limit of $G(\alpha)<0$ as $\alpha \rightarrow \infty$ for $s_{j}>1, j=1, \ldots, m$ and when the conditions given (i)-(iii) holds for $r_{i}, i=1, \ldots, n$ (or $r_{i}>1, i=1, \ldots, n$ and when the conditions given (i)-(iii) holds for $s_{j}, j=1, \ldots, m$ ). In particular, when $s_{j}>1$, $j=1, \ldots, m$ and the conditions given (i) holds for $r_{i}, i=1, \ldots, n$, we can take $\alpha$ large enough, such that $G_{2}(\alpha ; \underline{s}) \rightarrow 0^{+}$and $G_{1}(\alpha ; \underline{r})+G_{2}(\alpha ; \underline{s})<0$ as $\alpha \rightarrow \infty$. Other cases can be obtained similarly.

Finally, we need to show that there is no solution if all records are greater than unity, that is $r_{i}>1, i=1, \ldots, n$ and $s_{j}>1, j=1, \ldots, m$. If $r_{i}>1, i=1, \ldots, n$, then

$$
G_{1}(\alpha ; \underline{r})<\frac{n}{\alpha}+n \ln r_{n}\left[\frac{1}{1+r_{1}^{\alpha}}-\frac{r_{n}^{\alpha}}{\left(1+r_{n}^{\alpha}\right)^{2}}\right] \rightarrow 0^{+} \text {as } \alpha \rightarrow \infty .
$$

Similarly, $G_{2}(\alpha ; \underline{s}) \rightarrow 0^{+}$as $\alpha \rightarrow \infty$. Therefore, $G(\alpha) \rightarrow 0^{+}$as $\alpha \rightarrow \infty$.
Except all records are greater than unity, we obtain that $\lim _{\alpha \rightarrow 0} G(\alpha)=\infty$ and $\lim _{\alpha \rightarrow \infty} G(\alpha)<0$. By the intermediate value theorem $G(\alpha)$ has at least one root in $(0, \infty)$. If it can be shown that $G(\alpha)$ is decreasing, then the proof will be completed. It is easily obtained that

$$
\begin{aligned}
\frac{d G_{1}(\alpha ; \underline{r})}{d \alpha} & =-\frac{1}{\alpha^{2}}\left[n+\sum_{i=1}^{n} \frac{\xi^{2}\left(r_{i}^{\alpha}\right)}{r_{i}^{\alpha}}+\frac{n \xi^{2}\left(r_{n}^{\alpha}\right)}{\ln \left(1+r_{n}^{\alpha}\right)}\left(\frac{1}{r_{n}^{\alpha}}-\frac{1}{\ln \left(1+r_{n}^{\alpha}\right)}\right)\right] \\
& =-\frac{1}{\alpha^{2}}\left[\sum_{i=1}^{n} \frac{\xi^{2}\left(r_{i}^{\alpha}\right)}{r_{i}^{\alpha}}+\frac{n}{\left(\ln \left(1+r_{n}^{\alpha}\right)\right)^{2}} w\left(r_{n}^{\alpha}\right)\right]
\end{aligned}
$$

Similarly,

$$
\frac{d G_{2}(\alpha ; \underline{s})}{d \alpha}=-\frac{1}{\alpha^{2}}\left[\sum_{j=1}^{m} \frac{\xi^{2}\left(s_{j}^{\alpha}\right)}{s_{j}^{\alpha}}+\frac{n}{\left(\ln \left(1+s_{m}^{\alpha}\right)\right)^{2}} w\left(s_{m}^{\alpha}\right)\right] .
$$

It is clear that $d G_{1}(\alpha ; \underline{r}) / d \alpha<0$ and $d G_{2}(\alpha ; \underline{s}) / d \alpha<0$ by using 2.1 Lemma. Therefore, $d G(\alpha) / d \alpha<0$.

Finally, we will show that the ML estimates of $\left(\beta_{1}, \beta_{2}, \alpha\right)$ maximizes the log-likelihood function $l\left(\beta_{1}, \beta_{2}, \alpha \mid \underline{r}, \underline{s}\right)$. Let $H\left(\beta_{1}, \beta_{2}, \alpha\right)$ be the Hessian matrix of $l\left(\beta_{1}, \beta_{2}, \alpha \mid \underline{r}, \underline{s}\right)$ at $\left(\beta_{1}, \beta_{2}, \alpha\right)$. It is clear that if $\operatorname{det}(H) \neq 0$ for the critical point $\left(\beta_{1}, \beta_{2}, \alpha\right)$ and $\operatorname{det}\left(H_{1}\right)<0$, $\operatorname{det}\left(H_{2}\right)>0$ and $\operatorname{det}\left(H_{3}\right)<0$ at $\left(\beta_{1}, \beta_{2}, \alpha\right)$ then it is a local maximum of $l\left(\beta_{1}, \beta_{2}, \alpha \mid \underline{r}, \underline{s}\right)$, where

$$
H_{1}=\frac{\partial^{2} l}{\partial \beta_{1}^{2}}, H_{2}=\left(\begin{array}{cc}
\frac{\partial^{2} l}{\partial \beta^{2}} & \frac{\partial^{2} l}{\partial \beta_{1} \partial \beta_{2}} \\
\frac{\partial^{2} l}{\partial \beta_{2} \partial \beta_{1}} & \frac{\partial^{2} l}{\partial \beta_{2}^{2}}
\end{array}\right), H_{3}=H \text { and } l=l\left(\beta_{1}, \beta_{2}, \alpha \mid \underline{r}, \underline{s}\right) .
$$

It can be easily seen that

$$
\begin{aligned}
\operatorname{det}\left(H_{1}\left(\widehat{\beta}_{1}, \widehat{\beta}_{2}, \widehat{\alpha}\right)\right) & =-\frac{\left(\ln \left(1+r_{n}^{\widehat{\alpha}}\right)\right)^{2}}{n}<0 \\
\operatorname{det}\left(H_{2}\left(\widehat{\beta}_{1}, \widehat{\beta}_{2}, \widehat{\alpha}\right)\right) & =\frac{\left(\ln \left(1+r_{n}^{\widehat{\alpha}}\right)\right)^{2}}{n} \frac{\left(\ln \left(1+s_{m}^{\widehat{\alpha}}\right)\right)^{2}}{m}>0
\end{aligned}
$$

and

$$
\operatorname{det}\left(H_{2}\left(\widehat{\beta}_{1}, \widehat{\beta}_{2}, \widehat{\alpha}\right)\right)=\frac{\partial G(\widehat{\alpha})}{\partial \alpha} \frac{\left(\ln \left(1+r_{n}^{\widehat{\alpha}}\right)\right)^{2}}{n} \frac{\left(\ln \left(1+s_{m}^{\widehat{\alpha}}\right)\right)^{2}}{m}<0
$$

Hence, $\left(\widehat{\beta}_{1}, \widehat{\beta}_{2}, \widehat{\alpha}\right)$ is the local maximum of $l\left(\beta_{1}, \beta_{2}, \alpha \mid \underline{r}, \underline{s}\right)$. Since there is no singular point of $l\left(\beta_{1}, \beta_{2}, \alpha \mid \underline{r}, \underline{s}\right)$ and it has a single critical point then, it is enough to show that the absolute maximum of the function is indeed the local maximum. Assume that there exist an $\widehat{\alpha}_{0}$ in the domain in which $l^{*}\left(\widehat{\alpha}_{0}\right)>l^{*}(\widehat{\alpha})$, where $l^{*}(\widehat{\alpha})=l\left(\widehat{\beta}_{1}, \widehat{\beta}_{2}, \widehat{\alpha} \mid \underline{r}, \underline{s}\right)$. Since $\widehat{\alpha}$ is the local maximum there should be some point $\alpha_{1}$ in the neighborhood of $\widehat{\alpha}$ such
that $l^{*}(\widehat{\alpha})>l^{*}\left(\alpha_{1}\right)$. Let $k(\alpha)=l^{*}(\alpha)-l^{*}(\widehat{\alpha})$ then $k\left(\widehat{\alpha}_{0}\right)>0, k\left(\alpha_{1}\right)<0$ and $k(\widehat{\alpha})=0$. This implies that $\alpha_{1}$ is a local minimum of the $l^{*}(\alpha)$, but $\widehat{\alpha}$ is the only critical point so it is a contradiction. Therefore, $\left(\widehat{\beta}_{1}, \widehat{\beta}_{2}, \widehat{\alpha}\right)$ is the absolute maximum of $l\left(\beta_{1}, \beta_{2}, \alpha \mid \underline{r}, \underline{s}\right)$.
2.3. Remark. In case all records are greater than one, we can still get a unique solution of the parameters when we divide the record values, say by $r_{n}$ (or by $s_{m}$ or divide $r_{i}$ by $r_{n}$ and divide $s_{j}$ by $s_{m}$ ) as long as the transformed observations follow from Burr Type XII.
2.3. Asymptotic distribution and confidence intervals for $R$. The Fisher information matrix of $I \equiv I\left(\beta_{1}, \beta_{2}, \alpha\right)$ is given by

$$
I=-\left(\begin{array}{ccc}
E\left(\frac{\partial^{2} l}{\partial \beta_{1}^{2}}\right) & E\left(\frac{\partial^{2} l}{\partial \beta_{1} \partial \beta_{2}}\right) & E\left(\frac{\partial^{2} l}{\partial \beta_{1} \partial \alpha}\right. \\
E\left(\frac{\partial^{2} l}{\partial \beta_{2} \partial \beta_{1}}\right) & E\left(\frac{\partial^{2} l}{\partial \beta^{2}}\right) & E\left(\frac{\partial^{2} l}{\partial \beta_{2} \partial \alpha}\right. \\
E\left(\frac{\partial^{2} l}{\partial \alpha \partial \beta_{1}}\right) & E\left(\frac{\partial^{2} l}{\partial \alpha \partial \beta_{2}}\right) & E\left(\frac{\partial^{2} l}{\partial \alpha^{2}}\right)
\end{array}\right)=\left(\begin{array}{ccc}
I_{11} & I_{12} & I_{13} \\
I_{21} & I_{22} & I_{23} \\
I_{31} & I_{32} & I_{33}
\end{array}\right),
$$

where $I_{11}=n / \beta_{1}^{2}, I_{22}=m / \beta_{2}^{2}$,

$$
\begin{aligned}
& I_{13}=E\left(\frac{R_{n} \ln R_{n}}{1+R_{n}^{\alpha}}\right)=\frac{\beta_{1}^{n}}{\alpha \Gamma(n)} \psi_{1}\left(n, \beta_{1}\right), \\
& I_{23}=\frac{\beta_{2}^{m}}{\alpha \Gamma(m)} \psi_{1}\left(m, \beta_{2}\right), \psi_{1}(a, b)=\int_{0}^{\infty} \frac{x \ln x(\ln (1+x))^{a-1}}{(1+x)^{b+2}} d x, \\
& I_{33}=\frac{n+m}{\alpha^{2}}+\sum_{i=1}^{n} \frac{\beta_{1}^{i} \psi_{2}\left(i, \beta_{1}\right)}{\alpha^{2} \Gamma(i)}+\sum_{j=1}^{m} \frac{\beta_{2}^{j} \psi_{2}\left(j, \beta_{2}\right)}{\alpha^{2} \Gamma(j)}+\frac{\beta_{1}^{n+1} \psi_{2}\left(n, \beta_{1}\right)}{\alpha^{2} \Gamma(n)} \\
& +\frac{\beta_{2}^{m+1} \psi_{2}\left(m, \beta_{2}\right)}{\alpha^{2} \Gamma(m)}, \psi_{2}(a, b)=\int_{0}^{\infty} \frac{x(\ln x)^{2}(\ln (1+x))^{a-1}}{(1+x)^{b+3}} d x .
\end{aligned}
$$

By the asymptotic properties of the MLE, $\widehat{R}$ is asymptotically normal with mean $R$ and asymptotic variance

$$
\sigma_{R}^{2}=\sum_{j=1}^{3} \sum_{i=1}^{3} \frac{\partial R}{\partial \beta_{i}} \frac{\partial R}{\partial \beta_{j}} I_{i j}^{-1}
$$

where $\beta_{3} \equiv \alpha$ and $I_{i j}^{-1}$ is the $(i, j)$ th element of the inverse of the $I\left(\beta_{1}, \beta_{2}, \alpha\right)$, see Rao [39]. Then,

$$
\begin{equation*}
\sigma_{R}^{2}=\left(\frac{\partial R}{\partial \beta_{1}}\right)^{2} I_{11}^{-1}+2 \frac{\partial R}{\partial \beta_{1}} \frac{\partial R}{\partial \beta_{2}} I_{12}^{-1}+\left(\frac{\partial R}{\partial \beta_{2}}\right)^{2} I_{22}^{-1} \tag{2.10}
\end{equation*}
$$

where

$$
\frac{\partial R}{\partial \beta_{1}}=\frac{\beta_{2}}{\left(\beta_{1}+\beta_{2}\right)^{2}}, \frac{\partial R}{\partial \beta_{2}}=\frac{-\beta_{1}}{\left(\beta_{1}+\beta_{2}\right)^{2}} .
$$

Therefore, an asymptotic $100(1-\gamma) \%$ confidence interval of $R$ is

$$
\begin{equation*}
\left(\widehat{R}-z_{\gamma / 2} \widehat{\sigma}_{R}, \widehat{R}+z_{\gamma / 2} \widehat{\sigma}_{R}\right) \tag{2.11}
\end{equation*}
$$

where $z_{\gamma}$ is the upper $\gamma$ th quantile of the standard normal distribution and $\widehat{\sigma}_{R}$ is the value of $\sigma_{R}$ at the MLE of the parameters.

If the likelihood equations have a unique solution $\widehat{\theta}_{n}$, then $\widehat{\theta}_{n}$ is consistent, asymptotically normal and efficient (see Lehmann and Casella [28]). When the likelihood equations have a unique solution, the observed information matrix $J_{m}\left(\widehat{\beta}_{1}, \widehat{\beta}_{2}, \widehat{\alpha}\right) / m$ is a consistent
estimator for $I_{m}\left(\beta_{1}, \beta_{2}, \alpha\right) / m$ (see Appendix C in Lawless [27]). The observed information matrix $J\left(\beta_{1}, \beta_{2}, \alpha\right)$ is given by

$$
J\left(\beta_{1}, \beta_{2}, \alpha\right)=-\left(\begin{array}{ccc}
\frac{\partial^{2} l}{\partial \beta^{2}} & \frac{\partial^{2} l}{\partial \beta_{1} \partial \beta_{2}} & \frac{\partial^{2} l}{\partial \beta_{1} \partial \alpha} \\
\frac{\partial^{2} l}{\partial \beta_{2} \partial_{1}} & \frac{\partial^{2} l}{\partial \beta^{2}} & \frac{\partial^{2} l}{\partial \beta_{2} \partial \alpha} \\
\frac{\partial^{2} l}{\partial \alpha \partial \beta_{1}} & \frac{\partial^{2} l}{\partial \alpha \partial \beta_{2}} & \frac{\partial^{2} l}{\partial \alpha^{2}}
\end{array}\right)=\left(\begin{array}{ccc}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right)
$$

where

$$
\begin{aligned}
& J_{11}=\frac{n}{\beta_{1}^{2}}, J_{12}=J_{21}=\frac{r_{n}^{\alpha} \ln r_{n}}{1+r_{n}^{a}}, J_{22}=\frac{m}{\beta_{2}^{2}}, J_{23}=J_{32}=\frac{s_{m}^{\alpha} \ln s_{m}}{1+s_{m}^{\alpha}} \\
& J_{33}=\frac{n+m}{\alpha^{2}}+\sum_{i=1}^{n} r_{i}^{\alpha}\left(\frac{\ln r_{i}}{1+r_{i}^{\alpha}}\right)^{2}+\sum_{j=1}^{m} s_{j}^{\alpha}\left(\frac{\ln s_{j}}{1+s_{j}^{\alpha}}\right)^{2}+\beta_{1} r_{n}^{\alpha}\left(\frac{\ln r_{n}}{1+r_{n}^{a}}\right)^{2} \\
& +\beta_{2} s_{m}^{\alpha}\left(\frac{\ln s_{m}}{1+s_{m}^{\alpha}}\right)^{2} .
\end{aligned}
$$

Therefore, an asymptotic $100(1-\gamma) \%$ confidence interval of $R$ can be obtained following from Equation (2.11) by replacing $I$ with $J$ in Equation (2.10).
2.4. Bayes estimation of $R$. Bayesian approach has a number of advantages over the conventional frequentist approach. Bayes theorem is a consistent way to modify our beliefs about the parameters given the data that actually occurred (see Bolstad [15]). In this subsection, we consider the Bayes estimates of the stress-strength reliability for Burr Type XII distribution under different loss functions.

In the Bayesian inference, the most commonly used loss function is the squared error (SE) loss, $L\left(\theta^{*}, \theta\right)=\left(\theta^{*}-\theta\right)^{2}$, where $\theta^{*}$ is an estimate of $\theta$. This loss function is symmetrical and gives equal weight to overestimation as well as underestimation. It is well known that the use of symmetric loss functions may be inappropriate in many circumstances, particularly when positive and negative errors have different consequences. A useful asymmetric loss function is the linear-exponential (LINEX) loss, $L\left(\theta^{*}, \theta\right)=$ $e^{v\left(\theta^{*}-\theta\right)}-v\left(\theta^{*}-\theta\right)-1, v \neq 0$, introduced by Varian [46]. The sign and magnitude of $v$ represents the direction and degree of asymmetry, respectively. For $v$ close to zero, the LINEX loss is approximately equal to the SE loss and therefore almost symmetric.

We assume that all parameters $\beta_{1}, \beta_{2}$ and $\alpha$ are unknown and have independent gamma prior distributions with parameters $\left(a_{i}, b_{i}\right), i=1,2,3$, respectively. The density function of a gamma random variable $X$ with parameters $(a, b)$ is

$$
f(x)=\frac{b^{a}}{\Gamma(a)} x^{a-1} e^{-x b}, x>0, a, b>0 .
$$

Then, the joint posterior density function of $\beta_{1}, \beta_{2}$ and $\alpha$ is

$$
\begin{align*}
\pi\left(\beta_{1}, \beta_{2}, \alpha \mid \underline{r}, \underline{s}\right)= & I(\underline{r}, \underline{s}) h_{1}(\underline{r} ; \alpha) h_{2}(\underline{s} ; \alpha) \alpha^{n+m+a_{3}-1} \beta_{1}^{n+a_{1}-1} \beta_{2}^{m+a_{2}-1} \\
& \exp \left\{-\alpha b_{3}-\beta_{1}\left(b_{1}+T_{1}\left(r_{n} ; \alpha\right)\right)-\beta_{2}\left(b_{2}+T_{2}\left(s_{m} ; \alpha\right)\right)\right\}, \tag{2.12}
\end{align*}
$$

where

$$
\frac{[I(\underline{r}, \underline{s})]^{-1}}{\Gamma\left(n+a_{1}\right) \Gamma\left(m+a_{2}\right)}=\int_{0}^{\infty} \frac{h_{1}(\underline{r} ; \alpha) h_{2}(\underline{s} ; \alpha) \alpha^{n+m+a_{3}-1} e^{-\alpha b_{3}}}{\left(b_{1}+T_{1}\left(r_{n} ; \alpha\right)\right)^{n+a_{1}}\left(b_{2}+T_{2}\left(s_{m} ; \alpha\right)\right)^{m+a_{2}}} d \alpha .
$$

Then, the Bayes estimate of a given measurable function of $\beta_{1}, \beta_{2}$ and $\alpha$, say $u\left(\beta_{1}, \beta_{2}, \alpha\right)$ under the SE loss function is

$$
\begin{equation*}
\widehat{u}_{B}=\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} u\left(\beta_{1}, \beta_{2}, \alpha\right) \pi\left(\beta_{1}, \beta_{2}, \alpha \mid \underline{r}, \underline{s}\right) d \beta_{1} d \beta_{2} d \alpha . \tag{2.13}
\end{equation*}
$$

It is not possible to compute Equation (2.13) analytically. Two approaches can be applied to approximate Equation (2.13), namely, Lindley's approximation and MCMC method.
2.4.1. Lindley's approximation. Lindley proposed a method to approximate the ratio of two integrals such as Equation (2.13) in [30]. This procedure are also employed to the posterior expectation of the function $U(\lambda)$, for given $\mathbf{x}$, is

$$
E(u(\lambda) \mid \mathbf{x})=\frac{\int u(\lambda) e^{Q(\lambda)} d \lambda}{\int e^{Q(\lambda)} d \lambda}
$$

where $Q(\lambda)=l(\lambda)+\rho(\lambda), l(\lambda)$ is the logarithm of the likelihood function and $\rho(\lambda)$ is the logarithm of the prior density of $\lambda$. Using Lindley's approximation, $E(u(\lambda) \mid \mathbf{x})$ is approximately estimated by

$$
\begin{aligned}
E(u(\lambda) \mid \mathbf{x})= & {\left[u+\frac{1}{2} \sum_{i} \sum_{j}\left(u_{i j}+2 u_{i} \rho_{j}\right) \sigma_{i j}+\frac{1}{2} \sum_{i} \sum_{j} \sum_{k} \sum_{l} L_{i j k} \sigma_{i j} \sigma_{k l} u_{l}\right]_{\hat{\lambda}} } \\
& + \text { terms of order } n^{-2} \text { or smaller, }
\end{aligned}
$$

where $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right), i, j, k, l=1, \ldots, m, \widehat{\lambda}$ is the MLE of $\lambda, u=u(\lambda), u_{i}=\partial u / \partial \lambda_{i}$, $u_{i j}=\partial^{2} u / \partial \lambda_{i} \partial \lambda_{j}, L_{i j k}=\partial^{3} l / \partial \lambda_{i} \partial \lambda_{j} \partial \lambda_{k}, \rho_{j}=\partial \rho / \partial \lambda_{j}$, and $\sigma_{i j}=(i, j)$ th element in the inverse of the matrix $\left\{-L_{i j}\right\}$ all evaluated at the MLE of the parameters.

For the three parameter case $\lambda=\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$, Lindley's approximation leads to

$$
\begin{aligned}
& \widehat{u}_{B}=E(u(\lambda) \mid \mathbf{x})=u+\left(u_{1} c_{1}+u_{2} c_{2}+u_{3} c_{3}+c_{4}+c_{5}\right)+\frac{1}{2}\left[A \left(u_{1} \sigma_{11}\right.\right. \\
& \left.\left.+u_{2} \sigma_{12}+u_{3} \sigma_{13}\right)+B\left(u_{1} \sigma_{21}+u_{2} \sigma_{22}+u_{3} \sigma_{23}\right)+C\left(u_{1} \sigma_{31}+u_{2} \sigma_{32}+u_{3} \sigma_{33}\right)\right]
\end{aligned}
$$

evaluated at $\widehat{\lambda}=\left(\widehat{\lambda}_{1}, \widehat{\lambda}_{2}, \widehat{\lambda}_{3}\right)$, where

$$
\begin{aligned}
& c_{i}=\rho_{1} \sigma_{i 1}+\rho_{2} \sigma_{i 2}+\rho_{3} \sigma_{i 3}, i=1,2,3, \\
& c_{4}=u_{12} \sigma_{12}+u_{13} \sigma_{13}+u_{23} \sigma_{23}, \\
& c_{5}=\frac{1}{2}\left(u_{11} \sigma_{11}+u_{22} \sigma_{22}+u_{33} \sigma_{33}\right), \\
& A=\sigma_{11} L_{111}+2 \sigma_{12} L_{121}+2 \sigma_{13} L_{131}+2 \sigma_{23} L_{231}+\sigma_{22} L_{221}+\sigma_{33} L_{331}, \\
& B=\sigma_{11} L_{112}+2 \sigma_{12} L_{122}+2 \sigma_{13} L_{132}+2 \sigma_{23} L_{232}+\sigma_{22} L_{222}+\sigma_{33} L_{332}, \\
& C=\sigma_{11} L_{113}+2 \sigma_{12} L_{123}+2 \sigma_{13} L_{133}+2 \sigma_{23} L_{233}+\sigma_{22} L_{223}+\sigma_{33} L_{333} .
\end{aligned}
$$

In our case, $\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \equiv\left(\beta_{1}, \beta_{2}, \alpha\right)$ and

$$
\begin{aligned}
& \rho_{1}=\frac{\left(a_{1}-1\right)}{\beta_{1}}-b_{1}, \rho_{2}=\frac{\left(a_{2}-1\right)}{\beta_{2}}-b_{2}, \rho_{3}=\frac{\left(a_{3}-1\right)}{\alpha}-b_{3}, \\
& L_{11}=-\frac{n}{\beta_{1}^{2}}, L_{22}=-\frac{m}{\beta_{2}^{2}}, \\
& L_{13}=L_{31}=-\frac{r_{n}^{\alpha} \ln r_{n}}{1+r_{n}^{a}}, L_{23}=L_{32}=-\frac{s_{m}^{\alpha} \ln s_{m}}{1+s_{m}^{\alpha}} \\
& L_{33}=-\frac{n+m}{\alpha^{2}}-\sum_{i=1}^{n} r_{i}^{\alpha}\left(\frac{\ln r_{i}}{1+r_{i}^{\alpha}}\right)^{2}-\sum_{j=1}^{m} s_{j}^{\alpha}\left(\frac{\ln s_{j}}{1+s_{j}^{\alpha}}\right)^{2} \\
& -\beta_{1} r_{n}^{\alpha}\left(\frac{\ln r_{n}}{1+r_{n}^{a}}\right)^{2}-\beta_{2} s_{m}^{\alpha}\left(\frac{\ln s_{m}}{1+s_{m}^{\alpha}}\right)^{2}
\end{aligned}
$$

$\sigma_{i j}, i, j=1,2,3$ are obtained by using $L_{i j}, i, j=1,2,3$ and

$$
L_{111}=\frac{2}{\beta_{1}^{3}}, L_{222}=\frac{2 m}{\beta_{2}^{3}},
$$

$$
\begin{aligned}
L_{133}= & L_{331}=-r_{n}^{\alpha}\left(\frac{\ln r_{n}}{1+r_{n}^{a}}\right)^{2}, L_{233}=L_{322}=-s_{m}^{\alpha}\left(\frac{\ln s_{m}}{1+s_{m}^{\alpha}}\right)^{2} \\
L_{333}= & \frac{2(n+m)}{\alpha^{3}}-\sum_{i=1}^{n} r_{i}^{\alpha}\left(1-r_{i}^{\alpha}\right)\left(\frac{\ln r_{i}}{1+r_{i}^{\alpha}}\right)^{3}-\sum_{j=1}^{m} s_{j}^{\alpha}\left(1-s_{j}^{\alpha}\right)\left(\frac{\ln s_{j}}{1+s_{j}^{\alpha}}\right)^{3} \\
& -\beta_{1} r_{n}^{\alpha}\left(1-r_{n}^{\alpha}\right)\left(\frac{\ln r_{n}}{1+r_{n}^{\alpha}}\right)^{2}-\beta_{2} s_{m}^{\alpha}\left(1-s_{m}^{\alpha}\right)\left(\frac{\ln s_{m}}{1+s_{m}^{\alpha}}\right)^{2} .
\end{aligned}
$$

Moreover, $A=\sigma_{11} L_{111}+\sigma_{33} L_{331}, B=\sigma_{22} L_{222}+\sigma_{33} L_{332}$ and $C=2 \sigma_{13} L_{133}+2 \sigma_{23} L_{233}+$ $\sigma_{33} L_{333}$. To obtain the Bayes estimate of $R$ under the SE loss function, we take $u\left(\beta_{1}, \beta_{2}, \alpha\right)=$ $R=\beta_{1} /\left(\beta_{1}+\beta_{2}\right)$. Then, $u_{3}=u_{13}=u_{23}=u_{33}=0$,

$$
\begin{aligned}
& u_{1}=\frac{\partial R}{\partial \beta_{1}}=\frac{\beta_{2}}{\left(\beta_{1}+\beta_{2}\right)^{2}}, u_{2}=\frac{\partial R}{\partial \beta_{2}}=\frac{-\beta_{1}}{\left(\beta_{1}+\beta_{2}\right)^{2}}, u_{12}=u_{21}=\frac{\beta_{1}-\beta_{2}}{\left(\beta_{1}+\beta_{2}\right)^{3}} \\
& u_{11}=\frac{\partial^{2} R}{\partial \beta_{1}^{2}}=\frac{-2 \beta_{2}}{\left(\beta_{1}+\beta_{2}\right)^{3}}, u_{22}=\frac{\partial^{2} R}{\partial \beta_{2}^{2}}=\frac{2 \beta_{1}}{\left(\beta_{1}+\beta_{2}\right)^{3}}
\end{aligned}
$$

and

$$
c_{4}=u_{12} \sigma_{12}, c_{5}=\frac{1}{2}\left(u_{11} \sigma_{11}+u_{22} \sigma_{22}\right)
$$

Hence, the Bayes estimate of $R$ under the SE loss function is given as

$$
\begin{align*}
\widehat{R}_{B S, \text { Lindley }}= & R+\left[u_{1} c_{1}+u_{2} c_{2}+c_{4}+c_{5}\right] \\
& +\frac{1}{2}\left\{A\left[u_{1} \sigma_{11}+u_{2} \sigma_{12}\right]+B\left[u_{1} \sigma_{21}+u_{2} \sigma_{22}\right]+C\left[u_{1} \sigma_{31}+u_{2} \sigma_{32}\right]\right\} \tag{2.14}
\end{align*}
$$

Notice that all parameters are evaluated at ( $\left.\widehat{\beta}_{1}, \widehat{\beta}_{2}, \widehat{\alpha}\right)$.
For the Bayes estimate of $R$ under the LINEX loss function, we take $u\left(\beta_{1}, \beta_{2}, \alpha\right)=$ $e^{-v R}$. Then, $u_{3}^{*}=u_{13}^{*}=u_{23}^{*}=u_{33}^{*}=0$,

$$
\begin{aligned}
& u_{1}^{*}=\frac{-v \beta_{2} e^{-v R}}{\left(\beta_{1}+\beta_{2}\right)^{2}}, u_{11}^{*}=\frac{v e^{-v R}\left(v \beta_{2}^{2}+2 \beta_{1} \beta_{2}+2 \beta_{2}^{2}\right)}{\left(\beta_{1}+\beta_{2}\right)^{4}} \\
& u_{2}^{*}=\frac{v \beta_{1} e^{-v R}}{\left(\beta_{1}+\beta_{2}\right)^{2}}, u_{22}^{*}=\frac{v e^{-v R}\left(v \beta_{1}^{2}-2 \beta_{1} \beta_{2}-2 \beta_{1}^{2}\right)}{\left(\beta_{1}+\beta_{2}\right)^{4}} \\
& u_{12}^{*}=-v e^{-v R}\left(\frac{v \beta_{1} \beta_{2}}{\left(\beta_{1}+\beta_{2}\right)^{4}}+\frac{\beta_{1}-\beta_{2}}{\left(\beta_{1}+\beta_{2}\right)^{3}}\right)
\end{aligned}
$$

and $c_{4}^{*}=u_{12} \sigma_{12}, c_{5}^{*}=\frac{1}{2}\left(u_{11} \sigma_{11}+u_{22} \sigma_{22}\right)$. Then, the Bayes estimate of $R$ under the LINEX loss function is given as

$$
\begin{equation*}
\widehat{R}_{B L, \text { Lindley }}=-\frac{1}{v} \ln E\left(e^{-v R}\right) \tag{2.15}
\end{equation*}
$$

where

$$
\begin{align*}
E\left(e^{-v R}\right)= & e^{-v R}+\left[u_{1}^{*} c_{1}+u_{2}^{*} c_{2}+c_{4}^{*}+c_{5}^{*}\right] \\
& +\frac{1}{2}\left\{A\left[u_{1}^{*} \sigma_{11}+u_{2}^{*} \sigma_{12}\right]+B\left[u_{1}^{*} \sigma_{21}+u_{2}^{*} \sigma_{22}\right]+C\left[u_{1}^{*} \sigma_{31}+u_{2}^{*} \sigma_{32}\right]\right\} \tag{2.16}
\end{align*}
$$

Notice that all parameters are evaluated at $\left(\widehat{\beta}_{1}, \widehat{\beta}_{2}, \widehat{\alpha}\right)$.
2.4.2. $M C M C$ method. In the previous subsection, the Bayes estimate of $R$ are obtained by using Lindley's approximation under the SE and the LINEX loss functions. Since the exact probability distribution of $R$ is not known, it is difficult to evaluate Bayesian credible interval of $R$. For this reason, we use the MCMC method to compute the Bayes estimate $R$ under the SE and the LINEX loss functions as well as the HPD credible interval.

We consider the MCMC method to generate samples from the posterior distributions and then compute the Bayes estimate of $R$ under the SE and the LINEX loss functions. The joint posterior density of $\beta_{1}, \beta_{2}$ and $\alpha$ is given by Equation (2.12). It is easy to see that the posterior density functions of $\beta_{1}, \beta_{2}$ and $\alpha$ are

$$
\begin{aligned}
& \beta_{1} \mid \alpha, \underline{r}, \underline{s} \sim \operatorname{Gamma}\left(n+a_{1}, b_{1}+T_{1}\left(r_{n} ; \alpha\right)\right), \\
& \beta_{2} \mid \alpha, \underline{r}, \underline{s} \sim \operatorname{Gamma}\left(m+a_{2}, b_{2}+T_{2}\left(s_{m} ; \alpha\right)\right),
\end{aligned}
$$

and

$$
\begin{align*}
& \pi\left(\alpha \mid \beta_{1}, \beta_{2}, \underline{r}, \underline{s}\right) \propto \alpha^{n+m+a_{3}-1} \exp \left\{-\alpha b_{3}-\beta_{1} T_{1}\left(r_{n} ; \alpha\right)-\sum_{i=1}^{n} \ln \left(1+r_{i}^{\alpha}\right)\right.  \tag{2.17}\\
& \left.-\beta_{2} T_{2}\left(s_{m} ; \alpha\right)+\alpha\left(\sum_{i=1}^{n} \ln r_{i}+\sum_{j=1}^{m} \ln s_{j}\right)-\sum_{j=1}^{m} \ln \left(1+s_{j}^{\alpha}\right)\right\}
\end{align*}
$$

Therefore, samples of $\beta_{1}$ and $\beta_{2}$ can be generated by using the gamma distribution. However, the posterior distribution of $\alpha$ cannot be reduced analytically to well known distribution, therefore it is not possible to sample directly by standard methods. If the posterior density of $\alpha$ is unimodal and roughly symmetric then it is often convenient to approximate it by a normal distribution (see Gelman et al. [20]. Since the posterior density of $\alpha$ is log-concave density (so unimodal) and it is roughly symmetric (by experimentation), we use the Metropolis-Hasting algorithm with the normal proposal distribution to generate a random sample from the posterior density of $\alpha$. The hybrid Metropolis-Hastings and Gibbs sampling algorithm, which will be used to solve our problem, is suggested by Tierney [45]. This algorithm combines the Metropolis-Hastings with Gibbs sampling scheme under the normal proposal distribution.

Step 1. Start with initial guess $\alpha^{(0)}$.
Step 2. Set $i=1$.
Step 3. Generate $\beta_{1}^{(i)}$ from $\operatorname{Gamma}\left(n+a_{1}, T_{1}\left(r_{n} ; \alpha^{(i-1)}\right)+b_{1}\right)$.
Step 4. Generate $\beta_{2}^{(i)}$ from $\operatorname{Gamma}\left(m+a_{2}, T_{2}\left(s_{m} ; \alpha^{(i-1)}\right)+b_{2}\right)$.
Step 5. Generate $\alpha^{(i)}$ from $\pi\left(\alpha \mid \beta_{1}, \beta_{2}, \underline{r}, \underline{s}\right)$ using the Metropolis-Hastings algorithm with the proposal distribution $q(\alpha) \equiv N\left(\alpha^{(i-1)}, 1\right)$ :
(a) Let $v=\alpha^{(i-1)}$.
(b) Generate $w$ from the proposal distribution $q$.
(c) Let $p(v, w)=\min \left\{1, \frac{\pi\left(w \mid \beta_{1}^{(i)}, \beta_{2}^{(i)}, \underline{r}, \underline{s}\right) q(v)}{\pi\left(v \mid \beta_{1}^{(i)}, \beta_{2}^{(i)}, \underline{r}, \underline{s}\right) q(w)}\right\}$.
(d) Generate $u$ from $\operatorname{Uniform}(0,1)$. If $u \leq p(v, w)$ then accept the proposal and set $\alpha^{(i)}=w$; otherwise, set $\alpha^{(i)}=v$.

Step 6. Compute the $R^{(i)}=\beta_{1}^{(i)} /\left(\beta_{1}^{(i)}+\beta_{2}^{(i)}\right)$.
Step 7. Set $i=i+1$.
Step 8. Repeat Steps 2-7, $N$ times, and obtain the posterior sample $R^{(i)}, i=1, \ldots, N$.
This sample are used to compute the Bayes estimate and to construct the HPD credible interval for $R$. The Bayes estimate of $R$ under the SE and the LINEX loss function are
given as

$$
\begin{aligned}
\widehat{R}_{B S, M C M C} & =\frac{1}{N-M} \sum_{i=M+1}^{N-M} R^{(i)} \\
\widehat{R}_{B L, M C M C} & =-\frac{1}{v} \ln E\left(e^{-v R}\right)=-\frac{1}{v} \ln \left(\frac{1}{N-M} \sum_{i=M+1}^{N-M} e^{-v R^{(i)}}\right) .
\end{aligned}
$$

where $M$ is the burn-in period.
The HPD $100(1-\gamma) \%$ credible interval of $R$ is obtained by using the method given in Chen and Shao [18]. From MCMC, the sequence $R^{(1)}, \ldots, R^{(N)}$, are obtained and ordered as $R_{(1)}<\ldots<R_{(N)}$. The credible intervals are constructed as $\left(R_{(j)}, R_{(j+[N(1-\gamma)])}\right)$ for $j=1, \ldots, N-[N(1-\gamma)]$ where $[x]$ denotes the largest integer less than or equal to $x$. Then, the HPD credible interval of $R$ is that interval which has the shortest length.

## 3. Estimation of $R$ when the first shape parameter $\alpha$ is known

In this section, we consider the estimation of $R$ when $\alpha$ is known, say $\alpha=\alpha_{0}$. Let $R_{1}, \ldots, R_{n}$ be a set of upper records from $\operatorname{Burr}\left(\alpha_{0}, \beta_{1}\right)$ and $S_{1}, \ldots, S_{m}$ be a set of upper records from $\operatorname{Burr}\left(\alpha_{0}, \beta_{2}\right)$ independently from the first sample.
3.1. MLE estimation and confidence intervals of $R$. Based on the samples described above, the MLE of $R$, say $\widehat{R}_{M L E}$, is

$$
\begin{equation*}
\widehat{R}_{M L E}=\frac{\widehat{\beta}_{1}}{\widehat{\beta}_{1}+\widehat{\beta}_{2}}=\frac{n T_{2}\left(s_{m} ; \alpha_{0}\right)}{n T_{2}\left(s_{m} ; \alpha_{0}\right)+m T_{1}\left(r_{n} ; \alpha_{0}\right)}, \tag{3.1}
\end{equation*}
$$

where $T_{1}\left(r_{n} ; \alpha_{0}\right)=\ln \left(1+r_{n}^{\alpha_{0}}\right), T_{2}\left(s_{m} ; \alpha_{0}\right)=\ln \left(1+s_{m}^{\alpha_{0}}\right)$.
It is easy to see that $2 \beta_{1} \ln \left(1+r_{n}^{\alpha_{0}}\right) \sim \chi^{2}(2 n)$ and $2 \beta_{2} \ln \left(1+s_{m}^{\alpha_{0}}\right) \sim \chi^{2}(2 m)$. Therefore,

$$
F^{*}=\left(\frac{R}{1-R}\right)\left(\frac{1-\widehat{R}_{M L E}}{\widehat{R}_{M L E}}\right)
$$

is an $F$ distributed random variable with $(2 n, 2 m)$ degrees of freedom. The pdf of $\widehat{R}_{M L E}$ is

$$
f_{\widehat{R}_{M L E}}(r)=\frac{1}{r^{2} B(m, n)}\left(\frac{n \beta_{1}}{m \beta_{2}}\right)^{n} \frac{\left(\frac{1-r}{r}\right)^{n-1}}{\left(1+\frac{n \beta_{1}(1-r)}{m \beta_{2} r}\right)^{n+m}}
$$

where $0<r<1$. The $100(1-\gamma) \%$ exact confidence interval for $R$ can be obtained as

$$
\begin{equation*}
\left(\frac{1}{1+F_{2 m, 2 n ; \frac{\gamma}{2}}\left(\frac{1-\widehat{R}_{M L E}}{\widehat{R}_{M L E}}\right)}, \frac{1}{1+F_{2 m, 2 n ; 1-\frac{\gamma}{2}}\left(\frac{1-\widehat{R}_{M L E}}{\widehat{R}_{M L E}}\right)}\right), \tag{3.2}
\end{equation*}
$$

where $F_{2 m, 2 n ; \frac{\gamma}{2}}$ and $F_{2 m, 2 n ; 1-\frac{\gamma}{2}}$ are the lower and upper $\frac{\gamma}{2}$ th percentile points of a $F$ distribution with $(2 m, 2 n)$ degrees of freedom.

On the other hand, the approximate confidence interval of $R$ can be easily obtained by using the Fisher information matrix. The Fisher information matrix of $\left(\beta_{1}, \beta_{2}\right)$ is

$$
I=-\left(\begin{array}{cc}
E\left(\frac{\partial^{2} l}{\partial \beta_{1}^{2}}\right) & E\left(\frac{\partial^{2} l}{\partial \beta_{1} \partial \beta_{2}}\right) \\
E\left(\frac{\partial^{2} l}{\partial \beta_{1} \partial \beta_{2}}\right) & E\left(\frac{\partial^{2} l}{\partial \beta_{2}^{2}}\right)
\end{array}\right)=\left(\begin{array}{cc}
n / \beta_{1}^{2} & 0 \\
0 & m / \beta_{2}^{2}
\end{array}\right) .
$$

By the asymptotic properties of the MLE, $\widehat{R}_{M L E}$ is asymptotically normal with mean $R$ and asymptotic variance

$$
\sigma_{R}^{2}=\sum_{j=1}^{2} \sum_{i=1}^{2} \frac{\partial R}{\partial \beta_{i}} \frac{\partial R}{\partial \beta_{j}} I_{i j}^{-1}
$$

where $I_{i j}^{-1}$ is the $(i, j)$ th element of the inverse of the $I$, see Rao [39]. Then

$$
\begin{equation*}
\sigma_{R}^{2}=R^{2}(1-R)^{2}\left(\frac{1}{n}+\frac{1}{m}\right) \tag{3.3}
\end{equation*}
$$

Therefore, an asymptotic $100(1-\gamma) \%$ confidence interval for $R$ is

$$
\begin{equation*}
\left(\widehat{R}_{M L E}-z_{\gamma / 2} \widehat{\sigma}_{R}, \widehat{R}_{M L E}+z_{\gamma / 2} \widehat{\sigma}_{R}\right) \tag{3.4}
\end{equation*}
$$

where $z_{\gamma}$ is the upper $\gamma$ th percentile points of a standard normal distribution and $\widehat{\sigma}_{R}$ is the value of $\sigma_{R}$ at the MLE of the parameters.
3.2. UMVUE of $R$. In this subsection, we obtain the UMVUE of $R$. When the first shape parameter $\alpha$ is known, $\left(T_{1}\left(r_{n} ; \alpha_{0}\right), T_{2}\left(s_{m} ; \alpha_{0}\right)\right)$ is a sufficient statistics for $\left(\beta_{1}, \beta_{2}\right)$. It can be shown that it is also a complete sufficient statistic by using Theorem 10-9 in Arnold [6]. Let us define

$$
\phi\left(R_{1}, S_{1}\right)= \begin{cases}1 & \text { if } R_{1}<S_{1} \\ 0 & \text { if } R_{1} \geq S_{1}\end{cases}
$$

Then $E\left(\phi\left(R_{1}, S_{1}\right)\right)=R$ so it is an unbiased estimator of $R$. Let $P_{1}=\ln \left(1+R_{1}^{\alpha_{0}}\right)$ and $P_{2}=\ln \left(1+S_{1}^{\alpha_{0}}\right)$. The UMVUE of $R$, say $\widehat{R}_{U}$, can be obtained by using the Rao-Blackwell and the Lehmann-Scheffe's Theorems, see Arnold [6],

$$
\begin{aligned}
\widehat{R}_{U} & =E\left(\phi\left(P_{1}, P_{2}\right) \mid\left(T_{1}, T_{2}\right)\right) \\
& =\int_{P_{2}} \int_{P_{1}} \phi\left(P_{1}, P_{2}\right) f\left(p_{1}, p_{2} \mid T_{1}, T_{2}\right) d p_{1} d p_{2} \\
& =\int_{P_{2}} \int_{P_{1}} \phi\left(P_{1}, P_{2}\right) f_{P_{1} \mid T_{1}}\left(p_{1} \mid T_{1}\right) f_{P_{2} \mid T_{2}}\left(p_{2} \mid T_{2}\right) d p_{1} d p_{2}
\end{aligned}
$$

where $\left(T_{1}, T_{2}\right)=\left(T_{1}\left(r_{n} ; \alpha_{0}\right), T_{2}\left(s_{m} ; \alpha_{0}\right)\right), f\left(p_{1}, p_{2} \mid T_{1}, T_{2}\right)$ is the conditional pdf of $\left(P_{1}, P_{2}\right)$ given $\left(T_{1}, T_{2}\right)$. Using the joint pdf of $\left(R_{1}, R_{n}\right)$ and $\left(S_{1}, S_{m}\right)$ and after making a simple transformation, we obtain the $f_{P_{1} \mid T_{1}}\left(p_{1} \mid T_{1}\right)$ and $f_{P_{2} \mid T_{2}}\left(p_{2} \mid T_{2}\right)$, and are given by

$$
\begin{aligned}
& f_{P_{1} \mid T_{1}}\left(p_{1} \mid T_{1}\right)=(n-1) \frac{\left(t_{1}-p_{1}\right)^{n-2}}{t_{1}^{n-1}}, 0<p_{1}<t_{1} \\
& f_{P_{2} \mid T_{2}}\left(p_{2} \mid T_{2}\right)=(m-1) \frac{\left(t_{2}-p_{2}\right)^{m-2}}{t_{2}^{m-1}}, 0<p_{2}<t_{2}
\end{aligned}
$$

Therefore

$$
\begin{align*}
\widehat{R}_{U} & =\iint_{P_{1}<P_{2}} f_{P_{1} \mid T_{1}}\left(p_{1} \mid T_{1}\right) f_{P_{2} \mid T_{2}}\left(p_{2} \mid T_{2}\right) d p_{1} d p_{2} \\
& = \begin{cases}\int_{0}^{t_{1}} \int_{p_{1}}^{t_{2}}(n-1)(m-1) \frac{\left(t_{1}-p_{1}\right)^{n-2}}{t_{1}^{n-1}} \frac{\left(t_{2}-p_{2}\right)^{m-2}}{t_{2}^{m-1}} d p_{2} d p_{1} & \text { if } t_{2} \geq t_{1} \\
\int_{0}^{t_{2}} \int_{0}^{p_{2}}(n-1)(m-1) \frac{\left(t_{1}-p_{1}\right)^{n-2}}{t_{1}^{n-1}} \frac{\left(t_{2}-p_{2}\right)^{m-2}}{t_{2}^{m-1}} d p_{1} d p_{2} & \text { if } t_{2}<t_{1}\end{cases} \\
& =\left\{\begin{array}{cc}
{ }_{2} F_{1}\left(1,1-m ; n ; t_{1} / t_{2}\right) & \text { if } t_{2} \geq t_{1} \\
1-2 F_{1}\left(1,1-n ; m ; t_{2} / t_{1}\right) & \text { if } t_{2}<t_{1}
\end{array}\right. \tag{3.5}
\end{align*}
$$

where ${ }_{2} F_{1}(., . ; . ;$.$) is Gauss hypergeometric function, see formula 3.196(1)$ in Gradshteyn and Ryzhik [22].
3.3. Bayes estimation of $R$. In this subsection, we assume that $\beta_{1}$ and $\beta_{2}$ are unknown and have independent gamma prior distributions with parameters $\left(a_{i}, b_{i}\right), i=1,2$, respectively. Then, the joint posterior density function of $\beta_{1}$ and $\beta_{2}$ is

$$
\begin{equation*}
\pi\left(\beta_{1}, \beta_{2} \mid \alpha_{0}, \underline{r}, \underline{s}\right)=\frac{\lambda_{1}^{\delta_{1}} \lambda_{2}^{\delta_{2}}}{\Gamma\left(\delta_{1}\right) \Gamma\left(\delta_{2}\right)} \beta_{1}^{\delta_{1}-1} \beta_{2}^{\delta_{2}-1} e^{-\beta_{1} \lambda_{1}} e^{-\beta_{2} \lambda_{2}} \tag{3.6}
\end{equation*}
$$

where $\lambda_{1}=b_{1}+T_{1}\left(r_{n} ; \alpha_{0}\right), \lambda_{2}=b_{2}+T_{2}\left(s_{m} ; \alpha_{0}\right), \delta_{1}=n+a_{1}, \delta_{2}=m+a_{2}$. We can obtain the posterior pdf of $R$ using the joint posterior density function and is given by

$$
\begin{equation*}
f_{R}(r)=\frac{\lambda_{1}^{\delta_{1}} \lambda_{2}^{\delta_{2}}}{B\left(\delta_{1}, \delta_{2}\right)} \frac{r^{\delta_{1}-1}(1-r)^{\delta_{2}-1}}{\left(r \lambda_{1}+(1-r) \lambda_{2}\right)^{\delta_{1}+\delta_{2}}}, 0<r<1 . \tag{3.7}
\end{equation*}
$$

The Bayes estimate of $R$, say $\widehat{R}_{B S}$, under the SE loss function is

$$
\widehat{R}_{B S}=\int_{0}^{1} r f_{R}(r) d r
$$

After making suitable transformations and simplifications by using formula 3.197(3) in Gradshteyn and Ryzhik [22], we get

$$
\widehat{R}_{B S}=\left\{\begin{array}{cll}
\frac{\delta_{1}}{\delta_{1}+\delta_{2}}\left(\frac{\lambda_{1}}{\lambda_{2}}\right)^{\delta_{1}}{ }_{2} F_{1}\left(\delta_{1}+\delta_{2}, \delta_{1}+1 ; \delta_{1}+\delta_{2}+1 ; 1-\frac{\lambda_{1}}{\lambda_{2}}\right) & \text { if } \lambda_{1}<\lambda_{2}  \tag{3.8}\\
\frac{\delta_{1}}{\delta_{1}+\delta_{2}}\left(\frac{\lambda_{2}}{\lambda_{1}}\right)^{\delta_{2}}{ }_{2} F_{1}\left(\delta_{1}+\delta_{2}, \delta_{2} ; \delta_{1}+\delta_{2}+1 ; 1-\frac{\lambda_{2}}{\lambda_{1}}\right) & \text { if } \lambda_{2} \leq \lambda_{1}
\end{array} .\right.
$$

The Bayes estimator of $R$ under the LINEX loss function, say $\widehat{R}_{B L}$, is

$$
\widehat{R}_{B L}=-\frac{1}{v} \ln E_{R}\left(e^{-v R}\right),
$$

where $E_{R}($.$) denotes posterior expectation with respect to the posterior density of R$. It can be easily obtained that

$$
\begin{aligned}
E\left(e^{-v R}\right) & =\int_{0}^{1} e^{-v r} f_{R}(r) d r \\
& = \begin{cases}\left(\frac{\lambda_{1}}{\lambda_{2}}\right)^{\delta_{1}} \Phi_{1}\left(\delta_{1}, \delta_{1}+\delta_{2}, \delta_{1}+\delta_{2}, 1-\frac{\lambda_{1}}{\lambda_{2}},-v\right) & \text { if } \lambda_{1}<\lambda_{2} \\
\left(\frac{\lambda_{2}}{\lambda_{1}}\right)^{\delta_{2}} e^{-v} \Phi_{1}\left(\delta_{2}, \delta_{1}+\delta_{2}, \delta_{1}+\delta_{2}, 1-\frac{\lambda_{2}}{\lambda_{1}}, v\right) & \text { if } \lambda_{2} \leq \lambda_{1}\end{cases}
\end{aligned}
$$

where $\Phi_{1}(., ., ., .,$.$) is confluent hypergeometric series of two variables, see formulas 3.385$ and 9.261(1) in Gradshteyn and Ryzhik [22]. Therefore,

$$
\widehat{R}_{B L}=\left\{\begin{array}{ll}
-\frac{1}{v}\left(c_{1}+\ln \left[\Phi_{1}\left(\delta_{1}, \delta_{1}+\delta_{2}, \delta_{1}+\delta_{2}, 1-\frac{\lambda_{1}}{\lambda_{2}},-v\right)\right]\right) & \text { if } \lambda_{1}<\lambda_{2}  \tag{3.9}\\
-\frac{1}{v}\left(c_{2}+\ln \left[\Phi_{1}\left(\delta_{2}, \delta_{1}+\delta_{2}, \delta_{1}+\delta_{2}, 1-\frac{\lambda_{2}}{\lambda_{1}}, v\right)\right]\right) & \text { if } \lambda_{2} \leq \lambda_{1}
\end{array},\right.
$$

where $c_{1}=\delta_{1} \ln \left(\lambda_{1} / \lambda_{2}\right)$ and $c_{2}=\delta_{2} \ln \left(\lambda_{2} / \lambda_{1}\right)-v$.
If we use the Jeffrey's non informative prior, is given by $\sqrt{\operatorname{det} I}$, then the joint prior density function is $\pi\left(\beta_{1}, \beta_{2}\right) \propto 1 / \beta_{1} \beta_{2}$. Therefore, the joint posterior density function of $\beta_{1}$ and $\beta_{2}$ is

$$
\pi\left(\beta_{1}, \beta_{2} \mid \alpha_{0}, \underline{r}, \underline{s}\right)=\frac{T_{1}^{n} T_{2}^{m}}{\Gamma(n) \Gamma(m)} \beta_{1}^{n-1} \beta_{2}^{m-1} e^{-\beta_{1} T_{1}} e^{-\beta_{2} T_{2}}
$$

and the posterior pdf of $R$ is given by

$$
f_{R}(r)=\frac{T_{1}^{n} T_{2}^{m}}{B(n, m)} \frac{r^{n-1}(1-r)^{m-1}}{\left(r T_{1}+(1-r) T_{2}\right)^{n+m}}, 0<r<1,
$$

where $T_{1}=T_{1}\left(r_{n} ; \alpha_{0}\right)$ and $T_{2}=T_{2}\left(s_{m} ; \alpha_{0}\right)$. The Bayes estimate of $R$ under the SE and the LINEX loss function, say $\widehat{R}_{B S}^{*}$ and $\widehat{R}_{B L}^{*}$ respectively, are

$$
\widehat{R}_{B S}^{*}=\left\{\begin{array}{cl}
\left(\frac{T_{1}}{T_{2}}\right)^{n}\left(\frac{n}{n+m}\right)_{2} F_{1}\left(n+m, n+1 ; n+m+1 ; 1-\frac{T_{1}}{T_{2}}\right) & \text { if } T_{1}<T_{2}  \tag{3.10}\\
\left(\frac{T_{2}}{T_{1}}\right)^{m}\left(\frac{n}{n+m}\right)_{2} F_{1}\left(n+m, m ; n+m+1 ; 1-\frac{T_{2}}{T_{1}}\right)^{2} & \text { if } T_{2} \leq T_{1}
\end{array}\right.
$$

and

$$
\widehat{R}_{B L}^{*}=\left\{\begin{array}{cl}
-\frac{1}{v}\left(c_{3}+\ln \left[\Phi_{1}\left(n, n+m, n+m, 1-\frac{T_{1}}{T_{2}},-v\right)\right]\right) & \text { if } T_{1}<T_{2}  \tag{3.11}\\
-\frac{1}{v}\left(c_{4}+\ln \left[\Phi_{1}\left(m, n+m, n+m, 1-\frac{T_{2}}{T_{1}}, v\right)\right]\right) & \text { if } T_{2} \leq T_{1}
\end{array}\right.
$$

where $c_{3}=n \ln \left(T_{1} / T_{2}\right)$ and $c_{4}=m \ln \left(T_{2} / T_{1}\right)-v$
The Bayes estimates are not always derived in the closed forms. However, for our case the Bayes estimates are obtained in the closed form. These estimates can be obtained by using alternative methods such as Lindley's approximation and the MCMC method. The purpose of applying all these two methods is to see how good the approximate methods compared with the exact one. If these result are close, then it will be encouraging to use the approximate methods when the exact form can not be obtained as in the case of $\alpha$ unknown. These estimators will be compared in the simulation study section. Next, we give the Bayes estimates of $R$ using Lindley's approximation and the MCMC method.
3.3.1. Lindley's approximation. The approximate Bayes estimate of $R$ under the SE and the LINEX loss functions for the informative prior case, say $\widehat{R}_{B S, \text { Lindley }}$ and $\widehat{R}_{B L, \text { Lindley }}$ respectively, are

$$
\begin{equation*}
\widehat{R}_{B S, \text { Lindley }}=\widetilde{R}\left(1+\frac{(1-\widetilde{R})^{2}}{n+a_{1}-1}-\frac{\widetilde{R}(1-\widetilde{R})}{m+a_{2}-1}\right) \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{R}_{B L, L \text { indley }}=\widetilde{R}-\frac{1}{v} \ln \left[1+\frac{v \widetilde{R}(1-\widetilde{R})^{2}(v \widetilde{R}-2)}{2\left(n+a_{1}-1\right)}+\frac{v \widetilde{R}^{2}(1-\widetilde{R})(v-v \widetilde{R}+2)}{2\left(m+a_{2}-1\right)}\right] \tag{3.13}
\end{equation*}
$$

where $\widetilde{R}=\frac{\widetilde{\beta}_{1}}{\widetilde{\beta}_{1}+\widetilde{\beta}_{2}}, \widetilde{\beta}_{1}=\frac{n+a_{1}-1}{b_{1}+T_{1}\left(r_{n} ; \alpha_{0}\right)}$ and $\widetilde{\beta}_{2}=\frac{m+a_{2}-1}{b_{2}+T_{2}\left(s_{m} ; \alpha_{0}\right)}$.
If we use the Jeffrey's non informative prior, the approximate Bayes estimate of $R$ under the SE and the LINEX loss functions, say $\widehat{R}_{B S, \text { Lindley }}^{*}$ and $\widehat{R}_{B L, \text { Lindley }}^{*}$ respectively, are

$$
\begin{equation*}
\widehat{R}_{B S, \text { Lindley }}^{*}=\widetilde{R}\left(1+\frac{(1-\widetilde{R})^{2}}{n-1}-\frac{\widetilde{R}(1-\widetilde{R})}{m-1}\right) \tag{3.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{R}_{B L, \text { Lindley }}^{*}=\widetilde{R}-\frac{1}{v} \ln \left[1+\frac{v \widetilde{R}(1-\widetilde{R})^{2}(v \widetilde{R}-2)}{2(n-1)}+\frac{v \widetilde{R}^{2}(1-\widetilde{R})(v-v \widetilde{R}+2)}{2(m-1)}\right] \tag{3.15}
\end{equation*}
$$

where $\widetilde{R}=\frac{\widetilde{b}_{1}}{\widetilde{b}_{1}+\widetilde{b}_{2}}, \widetilde{b}_{1}=\frac{n-1}{T_{1}\left(r_{n} ; \alpha_{0}\right)}$ and $\widetilde{b}_{2}=\frac{m-1}{T_{2}\left(s_{m} ; \alpha_{0}\right)}$.
3.3.2. $M C M C$ method. It is clear from Equation (3.6) that the marginal posterior densities of $\beta_{1}$ and $\beta_{2}$ are gamma distribution with the parameters ( $\delta_{1}, \lambda_{1}$ ) and ( $\delta_{2}, \lambda_{2}$ ), respectively. We generate a samples by using Gibss sampling from these distributions. The following algorithm are used.

Step 1. Set $i=1$.
Step 2. Generate $\beta_{1}^{(i)}$ from $\operatorname{Gamma}\left(\delta_{1}, \lambda_{1}\right)$.
Step 3. Generate $\beta_{2}^{(i)}$ from $\operatorname{Gamma}\left(\delta_{2}, \lambda_{2}\right)$.
Step 4. Compute the $R^{(i)}=\beta_{1}^{(i)} /\left(\beta_{1}^{(i)}+\beta_{2}^{(i)}\right)$.

Step 5. Set $i=i+1$.
Step 6. Repeat Steps 2-5, $N$ times, and obtain the posterior sample $R^{(i)}, i=1, \ldots, N$.
This sample is used to compute the Bayes estimate and to construct the HPD credible interval for $R$. The Bayes estimate of $R$ under the SE and the LINEX loss functions are given as

$$
\begin{aligned}
& \widehat{R}_{B S, M C M C}=\frac{1}{N} \sum_{i=1}^{N} R^{(i)} \\
& \widehat{R}_{B L, M C M C}=-\frac{1}{v} \ln E\left(e^{-v R}\right)=-\frac{1}{v} \ln \left(\frac{1}{N} \sum_{i=1}^{N} e^{-v R^{(i)}}\right)
\end{aligned}
$$

The HPD $100(1-\gamma) \%$ credible interval of $R$ can be obtained by the method of Chen and Shao [18]. Its algorithm is given in Subsection 2.4.2.
3.4. Empirical Bayes estimation of $R$. We obtained the Bayes estimates of $R$ using three different ways. It is clear that these estimates depend on the prior parameters. However, the Bayes estimates can be also obtained independently of the prior parameters.

These prior parameters could be estimated by means of an empirical Bayes procedure, see Lindley [29] and Awad and Gharraf [9]. Let $R_{1}, \ldots, R_{n}$ and $S_{1}, \ldots, S_{m}$ be two independent random samples from $\operatorname{Burr}\left(\alpha_{0}, \beta_{1}\right)$ and $\operatorname{Burr}\left(\alpha_{0}, \beta_{2}\right)$, respectively. For fixed $\underline{r}$, the function $L_{1}\left(\beta_{1} \mid \alpha_{0}, \underline{r}\right)$ of $\beta_{1}$ can be considered as a gamma density with parameters $\left(n+1, T_{1}\left(r_{n} ; \alpha_{0}\right)\right)$. Therefore, it is proposed to estimate the prior parameters $\alpha_{1}$ and $\beta_{1}$ from the samples as $n+1$ and $T_{1}\left(r_{n} ; \alpha_{0}\right)$, respectively. Similarly, $\alpha_{2}$ and $\beta_{2}$ could be estimated from the samples as $m+1$ and $T_{2}\left(s_{m} ; \alpha_{0}\right)$, respectively. Hence, the empirical Bayes estimate of $R$ with respect to SE and LINEX loss functions, say $\widehat{R}_{E B S}$ and $\widehat{R}_{E B L}$, respectively, could be given as

$$
\widehat{R}_{E B S}=\left\{\begin{array}{ll}
c_{6} c_{7}{ }_{2} F_{1}\left(2 n+2 m+2,2 n+2 ; 2 n+2 m+3 ; c_{9}\right) & \text { if } T_{1}<T_{2}  \tag{3.16}\\
c_{6} c_{8}{ }_{2} F_{1}\left(2 n+2 m+2,2 m+1 ; 2 n+2 m+3 ; c_{10}\right) & \text { if } T_{2} \leq T_{1}
\end{array},\right.
$$

and

$$
\widehat{R}_{E B L}= \begin{cases}-\frac{1}{v}\left((2 n+1) \ln \left(\frac{T_{1}}{T_{2}}\right)+\ln c_{11}\right) & \text { if } T_{1}<T_{2}  \tag{3.17}\\ -\frac{1}{v}\left((2 m+1) \ln \left(\frac{T_{2}}{T_{1}}\right)-v+\ln c_{12}\right) & \text { if } T_{2} \leq T_{1}\end{cases}
$$

where $c_{6}=(2 n+1) /(2 n+2 m+2), c_{7}=\left(T_{1} / T_{2}\right)^{2 n+1}, c_{8}=\left(T_{2} / T_{1}\right)^{2 m+1}, c_{9}=1-\left(T_{1} / T_{2}\right)$, $c_{10}=1-\left(T_{2} / T_{1}\right), c_{11}=\Phi_{1}\left(2 n+1,2 n+2 m+2,2 n+2 m+2, c_{9},-v\right)$ and $c_{12}=\Phi_{1}(2 m+$ $\left.1,2 n+2 m+2,2 n+2 m+2, c_{10}, v\right)$.
3.5. Bayesian credible intervals for $R$. We know that $\beta_{1} \mid \alpha_{0}, \underline{r} \sim \operatorname{Gamma}\left(\delta_{1}, \lambda_{1}\right)$ and $\beta_{2} \mid \alpha_{0}, \underline{s} \sim \operatorname{Gamma}\left(\delta_{2}, \lambda_{2}\right)$. Then, $2 \lambda_{1} \beta_{1} \mid \alpha_{0}, \underline{r} \sim \chi^{2}\left(2\left(n+a_{1}\right)\right)$ and $2 \lambda_{2} \beta_{2} \mid \alpha_{0}, \underline{s} \sim$ $\chi^{2}\left(2\left(m+a_{2}\right)\right)$. Therefore,

$$
W=\frac{2 \lambda_{2} \beta_{2} \mid \alpha_{0}, \underline{s} / 2\left(m+a_{2}\right)}{2 \lambda_{1} \beta_{1} \mid \alpha_{0}, \underline{r} / 2\left(n+a_{1}\right)}
$$

is an $F$ distributed random variable with $\left(2\left(m+a_{2}\right), 2\left(n+a_{1}\right)\right)$ degrees of freedom and the $100(1-\gamma) \%$ Bayesian credible interval for $R$ can be obtained as

$$
\begin{equation*}
\left(\frac{1}{1+C F_{2\left(m+a_{2}\right), 2\left(n+a_{1}\right) ; \frac{\gamma}{2}}}, \frac{1}{1+C F_{2\left(m+a_{2}\right), 2\left(n+a_{1}\right) ; 1-\frac{\gamma}{2}}}\right) \tag{3.18}
\end{equation*}
$$

where $C=\frac{\left(m+a_{2}\right)\left(b_{1}+T_{1}\left(r_{n} ; \alpha_{0}\right)\right)}{\left(n+a_{1}\right)\left(b_{2}+T_{2}\left(s_{m} ; \alpha_{0}\right)\right)}, F_{2\left(m+a_{2}\right), 2\left(n+a_{1}\right) ; \frac{\gamma}{2}}$ and $F_{2\left(m+a_{2}\right), 2\left(n+a_{1}\right) ; 1-\frac{\gamma}{2}}$ are the lower and upper $\frac{\gamma}{2}$ th percentile points of a $F$ distribution with $\left(2\left(m+a_{2}\right), 2\left(n+a_{1}\right)\right)$ degrees of freedom.

Moreover, this interval can be obtained independently of these parameters by using the empirical method given in Subsection 3.4. In this case, the posterior distributions of $\beta_{1}$ and $\beta_{2}$ have gamma distributions with parameters $\left(2 n+1,2 T_{1}\left(r_{n} ; \alpha_{0}\right)\right)$ and $(2 m+$ $1,2 T_{2}\left(s_{m} ; \alpha_{0}\right)$ ), respectively and the $100(1-\gamma) \%$ Bayesian credible interval for $R$ can be obtained as

$$
\begin{equation*}
\left(\frac{1}{1+C_{1} F_{(4 m+2),(4 n+2) ; \frac{\gamma}{2}}}, \frac{1}{1+C_{1} F_{(4 m+2),(4 n+2) ; 1-\frac{\gamma}{2}}}\right) \tag{3.19}
\end{equation*}
$$

where $C_{1}=\frac{(4 m+2) T_{1}\left(r_{n} ; \alpha_{0}\right)}{(4 n+2) T_{2}\left(s_{m} ; \alpha_{0}\right)}, F_{(4 m+2),(4 n+2) ; \frac{\gamma}{2}}$ and $F_{(4 m+2),(4 n+2) ; 1-\frac{\gamma}{2}}$ are the lower and upper $\frac{\gamma}{2}$ th percentile points of a $F$ distribution with $(4 m+2,4 n+2)$ degrees of freedom.

## 4. Numerical experiments

In this section, firstly the Monte Carlo simulations for the comparison of the derived estimates are presented, then two real life data sets are analysed.
4.1. Simulation study. In this subsection, we present some numerical results to compare the performance of the different estimates for different sample sizes and different priors. The performances of the point estimates are compared by using estimated risks (ERs). The performances of the confidence and credible intervals are compared by using average interval lengths and coverage probabilities (cps). The ER of $\theta$, when $\theta$ is estimated by $\widehat{\theta}$, is given by

$$
E R(\theta)=\frac{1}{N} \sum_{i=1}^{N}\left(\widehat{\theta}_{i}-\theta_{i}\right)^{2}
$$

under the SE loss function. Moreover, the ER of $\theta$ under the LINEX loss function is given by

$$
E R(\theta)=\frac{1}{N} \sum_{i=1}^{N}\left(e^{v\left(\widehat{\theta}_{i}-\theta_{i}\right)}-v\left(\widehat{\theta}_{i}-\theta_{i}\right)-1\right)
$$

where $N$ is the number of replications. All of the computations are performed by using MATLAB R2010a. All the results are based on 3000 replications.

We consider two cases separately to draw inference on $R$, namely when the common first shape parameter $\alpha$ is unknown and known. In both cases we generate the upper record values with the sample sizes; $(n, m)=(5,5),(8,8),(10,10),(12,12),(15,15)$ from the Burr Type XII distribution and different values of $n$ and $m$, given in Table 1, are considered.

In Table 1, the ML and Bayes estimates of $R$ and their corresponding ERs are listed when $\alpha$ is unknown. The Bayes estimates are computed by using Lindley's approximation and MCMC method under the SE and the LINEX ( $v=-1$ and 1) loss functions for different prior parameters. In the Bayesian case, Prior 1: $\left(a_{1}, b_{1}\right)=(4,2),\left(a_{2}, b_{2}\right)=(4,2)$, $\left(a_{3}, b_{3}\right)=(3,3)$, Prior 2: $\left(a_{1}, b_{1}\right)=(5,1),\left(a_{2}, b_{2}\right)=(3,3 / 2),\left(a_{3}, b_{3}\right)=(3,3 / 2)$ and Prior 3: $\left(a_{1}, b_{1}\right)=(5,1 / 2),\left(a_{2}, b_{2}\right)=(3,3),\left(a_{3}, b_{3}\right)=(3,3 / 2)$, are used for $R=0.5006$, 0.7145 and 0.9095 , respectively. Moreover, the $95 \%$ asymptotic confidence intervals, which are computed based on Fisher information and observation matrices, and HPD credible intervals with their cps are listed. From Table 1, the ERs of all estimates decrease as the sample sizes increase in all cases, as expected. The Bayes estimates under the SE and LINEX loss functions generally have smaller ER than that of ML estimates. Moreover, the ERs of the Bayes estimates based on Lindley's approximation are generally smaller than that of MCMC method. These estimates are close to each other as the sample sizes increase. The average lengths of the intervals decrease as the
sample sizes increase. The asymptotic confidence intervals based on Fisher information and observation matrices are very similar, as expected. The average lengths of the HPD Bayesian credible intervals are smaller than that of the asymptotic confidence intervals.

In the MCMC case, we run three MCMC chains with fairly different initial values and generated 10000 iterations for each chain. To diminish the effect of the starting distribution, we generally discard the first half of each sequence and focus on the second half. To provide relatively independent samples for improvement of prediction accuracy, we calculate the Bayesian MCMC estimates by the means of every $5^{t h}$ sampled values after discarding the first half of the chains (see Gelman et al. [20]). The scale reduction factor estimate $\sqrt{\widehat{R}}=\sqrt{\operatorname{Var}(\psi) / W}$ is used to monitor convergence of MCMC simulations where $\psi$ is the estimand of interest, $\operatorname{Var}(\psi)=(n-1) W / n+B / n$ with the iteration number $n$ for each chain, the between- and within- sequence variances $B$ and $W$ (see Gelman et al. [20]). In our case, the scale factor value of the MCMC estimates are found below 1.1 which is an acceptable value for their convergency.

In Table 2 and 3, the ML, UMVU and Bayesian estimates of $R$ and their corresponding ERs are listed when $\alpha$ is known ( $\alpha=3$ ). In this case, the Bayes estimates are evaluated analytically under the SE and the LINEX $(v=-1$ and 1) loss functions for different prior parameters. Moreover, it is also computed by using Lindley's approximation and MCMC method. In the Bayesian case, Prior 4: $\left(a_{1}, b_{1}\right)=(6,5 / 2),\left(a_{2}, b_{2}\right)=(4,2)$, Prior 5: $\left(a_{1}, b_{1}\right)=(12,2),\left(a_{2}, b_{2}\right)=(3,3 / 2)$ and Prior 6: $\left(a_{1}, b_{1}\right)=(15,5 / 4),\left(a_{2}, b_{2}\right)=(2,2)$ are used for $R=0.5484,0.7506$ and 0.9165 , respectively. In addition, the empirical Bayes estimates are obtained. All point estimates of $R$ are listed in Table 2. The exact and asymptotic confidence intervals are computed from Equations (3.2) and (3.4). The Bayesian and empirical Bayesian credible intervals are computed from Equations (3.18) and (3.19). The HPD credible interval is constructed by using the MCMC samples. All interval estimates of $R$ are listed in Table 3.

From Table 2, the ERs of all estimates decrease as the sample sizes increase in all cases, as expected. The Bayes estimates with their corresponding ERs based on Lindley's approximation and MCMC method are very close to the exact values. The ERs of the ML, UMVU, Bayes and empiric Bayes (under the SE loss function) estimates are ordered as $E R\left(\widehat{R}_{B S}\right)<E R\left(\widehat{R}_{E B S}\right)<E R\left(\widehat{R}_{M L E}\right)<E R\left(\widehat{R}_{U}\right)$ when $R=0.5484,0.7506$ and $E R\left(\widehat{R}_{B S}\right)<E R\left(\widehat{R}_{U}\right)<E R\left(\widehat{R}_{M L E}\right)<E R\left(\widehat{R}_{E B S}\right)$ when $R=0.9165$. Moreover, the ERs of the Bayes estimates under the LINEX loss function have smaller than that of ML estimates. From Table 3, the average lengths of the intervals decrease as the sample sizes increase. The average lengths of the empirical Bayesian credible intervals are smallest, but their cps are not preferable. The HPD Bayesian credible intervals are more suitable than others in terms of the average lengths and cps.

In Table 4, the ML, UMVU and Bayesian estimates of $R$ and their corresponding ERs are listed when $\alpha$ is known $(\alpha=3)$. In this case, the Bayes estimates are evaluated analytically and by using Lindley's approximation under the SE and the LINEX ( $v=-1$ and 1) loss functions for the non informative prior. Moreover, the exact and asymptotic confidence intervals are computed from Equations (3.2) and (3.4). The point and interval estimates are computed for $R=0.25,0.33,0.50,0,70,0.90$ and 0.92 when $\left(\beta_{1}, \beta_{2}\right)=$ $(2,6),(2,4),(2,2),(7,3),(18,2)$ and $(23,2)$, respectively. From Table 4, the ERs of all estimates decrease as the sample sizes increase in all cases, as expected. The Bayes estimates under the SE loss function with their corresponding ERs are close to their response in the ML case. Moreover, the Bayes estimates with their corresponding ERs based on Lindley's approximation are very close the exact values. The ERs of the ML, UMVU and Bayes (under the SE loss function) estimates are ordered as $E R\left(\widehat{R}_{B S}^{*}\right)<$ $E R\left(\widehat{R}_{M L E}\right)<E R\left(\widehat{R}_{U}\right)$ when $R=0.25,0.33,0.50,0.70$ and $E R\left(\widehat{R}_{U}\right)<E R\left(\widehat{R}_{M L E}\right)<$
$E R\left(\widehat{R}_{B S}^{*}\right)$ when $R=0.90,0.92$. The ERs of ML and Bayes estimates have larger values when the true value of $R$ is around 0.5 and it decreases as the true value of $R$ approaches the extremes. Furthermore, the average lengths of the intervals decrease as the sample sizes increase. When $R=0.25,0.90$ and 0.92 the lengths of the asymptotic confidence intervals are smaller than that of exact confidence intervals, but for $R=0.33,0.50$ and 0,70 it is other way around.

On the other hand, to compare the performance of the different estimates of $R$, the graphs of MSEs and Biases are obtained for different $n$ and $m$ when $\alpha$ is unknown and known cases. When $\alpha$ is unknown, the graphs are plotted based on the MLE and Lindley methods in Figure 1. When $\alpha$ is known, the graphs are plotted based on the MLE, UMVUE and Lindley methods in Figure 2. For each choices of $\left(\beta_{1}, \beta_{2}, \alpha\right)$ or $\left(\beta_{1}, \beta_{2}\right)$, we use the following procedure for the comparison of the estimates.

Step 1: For given $\left(\beta_{1}, \beta_{2}, \alpha\right)$ or $\left(\beta_{1}, \beta_{2}\right)$, we compute $R$.
Step 2: For given different $n$ and $m$, we generate a sample from the Burr Type XII distributions for the strength and the stress variables.

Step 3: The different estimates of $R$ are computed.
Step 4: Steps 2-3 are repeated 3000 times, the MSEs and Biases are calculated and are given by $\operatorname{MSE}\left(R_{s, k}\right)=\sum_{i=1}^{N}\left(\widehat{R}^{(i)}-R\right)^{2} / N$ and $\operatorname{Bias}\left(R_{s, k}\right)=\sum_{i=1}^{N}\left(\widehat{R}^{(i)}-R\right) / N$.

From the Figures 1 and 2, it is observed that the MSEs and Biases of the estimates decrease when the sample size increases, as expected. The MSEs of the Bayes estimates under the SE and LINEX ( $v=-1,1$ ) loss functions are smaller than that of other estimates. Moreover, the MSE is small for the extreme values of $R$, but it is large when $R$ is around 0.5 for all types of estimates. When $R$ is around 0.5 , the MSEs of UMVUE are greater than that of MLE and when $R$ is around extreme values, the MSEs of UMVUE are smaller than that of MLE in Figure 2. Notice that the similar outcomes are observed in all Tables.
4.2. Real life examples. In this subsection, we consider the two real life data sets to illustrate the use of the methods proposed in this paper.
4.2.1. Lifetime data for insulation specimens. Nelson described the results of a life test experiment in which specimens of a type of electrical insulating fluid were subjected to a constant voltage stress in [37]. The length of time until each specimen failed, or "broke down," was observed. The results for seven groups of specimens, tested at voltages ranging from 26 to 38 kilovolts ( kV ) were presented. The data sets for 36 kV and 38 kV , reported in Lawless [27], are considered and corresponding upper record values are given in Table 5. We fit the Burr Type XII distribution to the two data sets. The KolmogorovSmirnov (K-S) distances between the fitted and the empirical distribution functions and corresponding $p$-values, the parameters and the reliability $(R)$ estimates are computed. All these results are presented in Table 6. From Table 6, we observe the Burr Type XII distribution provides an adequate fit for both of the data sets.
4.2.2. Lifetime data for steel specimens. Crowder gave the lifetimes of steel specimens tested at 14 different stress levels in [19]. The data sets for 38.5 and 36 stress levels are considered and corresponding upper record values are given in Table 7. Since all record values are greater than unity, we encounter the problem for the uniqueness of the ML estimates of the parameters. To overcome this situation, these data sets are divided by the corresponding maximum values. Then, we compute the K-S distances between the fitted and the empirical distribution functions based on the Burr Type XII distribution. Moreover, for this example it is recommended to compare the Burr Type XII distribution with common distributions such as Weibull and two-parameter bathtub-shaped based on
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Table 1．Estimates of $R$ when $\alpha$ is unknown and the true values of $R=0.5006,0.7145$ and 0.9095 by using the Priors 1－3．
Table 1 continued

|  |  |  | Bayes estimates under the LINEX |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Bayes under the SE |  | $v=-1$ |  | $v=1$ |  | Asymptotic C.I. | $\begin{gathered} \text { Asymptotic C.I. } \\ \hline \text { based on Observ. } \end{gathered}$ | $\begin{gathered} \text { HPD Credible } \\ \hline \text { Interval } \end{gathered}$ |
| $(n, m)$ | $R$ | $\widehat{R}_{M L E}$ | $\widehat{R}_{B S, \text { Lindley }}$ | $\widehat{R}_{B S, M C M C}$ | $\widehat{R}_{\text {BL,Lindley }}$ | $\widehat{R}_{B L, M C M C}$ | $\widehat{R}_{\text {BL,Lindley }}$ | $\widehat{R}_{B L, M C M C}$ |  |  |  |
| $(5,5)$ | 0.9095 | 0.9112 | 0.8523 | 0.9001 | 0.8347 | 0.9011 | 0.8615 | 0.8990 | (0.7964,0.9988) | (0.7918,0.9989) | (0.8131,0.9563) |
|  |  | 0.0043 | 0.0147 | 0.0010 | 0.0504 | 0.0005 | 0.0052 | 0.0005 | 0.2024/0.7897 | 0.2070/0.8033 | 0.1432/0.9705 |
| $(5,8)$ |  | 0.9144 | 0.8483 | 0.9002 | 0.8370 | 0.9013 | 0.8551 | 0.8991 | (0.8106,0.9989) | (0.8055,0.9991) | (0.8080, 0.9723 ) |
|  |  | 0.0037 | 0.0112 | 0.0009 | 0.0118 | 0.0004 | 0.0037 | 0.0005 | 0.1868/0.7838 | 0.1919/0.7990 | 0.1643/0.9993 |
| $(8,8)$ |  | 0.9089 | 0.8965 | 0.9032 | 0.8964 | 0.9040 | 0.8965 | 0.9024 | (0.8216,0.9935) | (0.8203,0.9939) | (0.8249,0.9673) |
|  |  | 0.0026 | 0.0008 | 0.0009 | 0.0004 | 0.0005 | 0.0004 | 0.0005 | 0.1719/0.8363 | 0.1737/0.8433 | 0.1424/0.9873 |
| $(8,12)$ |  | 0.9096 | 0.8919 | 0.9017 | 0.8920 | 0.9024 | 0.8917 | 0.9009 | (0.8283,0.9895) | (0.8269,0.9902) | (0.8259,0.9640) |
|  |  | 0.0021 | 0.0009 | 0.0009 | 0.0005 | 0.0004 | 0.0004 | 0.0004 | 0.1613/0.8570 | 0.1633/0.8637 | 0.1381/0.9947 |
| $(10,10)$ |  | 0.9055 | 0.8990 | 0.9018 | 0.8995 | 0.9025 | 0.8985 | 0.9011 | (0.8266,0.9843) | (0.8260,0.9848) | (0.8301, 0.9621 ) |
|  |  | 0.0019 | 0.0006 | 0.0009 | 0.0003 | 0.0004 | 0.0003 | 0.0005 | 0.1577/0.8900 | 0.1588/0.8927 | 0.1320/0.9853 |
| $(10,15)$ |  | 0.9033 | 0.8941 | 0.8984 | 0.8947 | 0.8990 | 0.8935 | 0.8977 | (0.8283,0.9783) | (0.8277,0.9788) | (0.8284, 0.9574 ) |
|  |  | 0.0015 | 0.0007 | 0.0008 | 0.0003 | 0.0004 | 0.0004 | 0.0004 | 0.1500/0.9263 | 0.1511/0.9293 | 0.1291/0.9897 |
| $(12,10)$ |  | 0.9034 | 0.9012 | 0.9016 | 0.9017 | 0.9022 | 0.9007 | 0.9009 | (0.8283,0.9785) | (0.8280,0.9787) | (0.8337,0.9597) |
|  |  | 0.0018 | 0.0006 | 0.0009 | 0.0003 | 0.0004 | 0.0003 | 0.0005 | 0.1502/0.9083 | 0.1507/0.9090 | 0.1260/0.9770 |
| $(12,12)$ |  | 0.9049 | 0.9001 | 0.9017 | 0.9007 | 0.9023 | 0.8995 | 0.9012 | (0.8335,0.9762) | (0.8333,0.9764) | (0.8357,0.9581) |
|  |  | 0.0014 | 0.0006 | 0.0008 | 0.0003 | 0.0004 | 0.0003 | 0.0004 | 0.1427/0.9153 | 0.1431/0.9167 | 0.1224/0.9863 |
| $(15,8)$ |  | 0.9013 | 0.9047 | 0.9021 | 0.9052 | 0.9027 | 0.9044 | 0.9015 | (0.8251,0.9776) | (0.8250,0.9776) | (0.8355,0.9601) |
|  |  | 0.0019 | 0.0006 | 0.0009 | 0.0003 | 0.0004 | 0.0003 | 0.0005 | 0.1525/0.9147 | 0.1526/0.9147 | 0.1246/0.9750 |
| $(15,15)$ |  | 0.9000 | 0.8975 | 0.8983 | 0.8980 | 0.8988 | 0.8970 | 0.8978 | (0.8344,0.9656) | (0.8343,0.9657) | (0.8371,0.9517) |
|  |  | 0.0011 | 0.0006 | 0.0007 | 0.0003 | 0.0004 | 0.0003 | 0.0004 | 0.1312/0.9563 | 0.1313/0.9563 | 0.1146/0.9847 |

Notes: The first row represents the average estimates and the second row represents corresponding ERs for each choice of ( $n, m$ ). But, for
the last three columns, the first row represents $95 \%$ confidence interval and the second row represents their lengths and cp's.

| $9000{ }^{\circ}$ | モ000＊0 | モ000＊0 | モ000．0 | 9000＊0 | モ000．0 | モ000＊0 | モ000＊0 | て，00＊0 | $2000^{\circ} 0$ | $2000{ }^{\circ}$ | $2000{ }^{\circ} 0$ | LI00＊0 | 7200＊0 |  | （GI＇GI） |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LS06．0 | 9LI6．0 | 9LI60 | GLL6．0 | $7906{ }^{\circ} 0$ | 7ZL6．0 | LZI6．0 | 7\％⿺6．0 | 6906．0 | 6 ［L6．0 | 8LI6．0 | 61．t6．0 | LZI6．0 | $6206{ }^{\circ}$ |  |  |
| $8000{ }^{\circ}$ | モ000＊0 | モ000＊0 | ¢000．0 | $8000^{\circ} 0$ | モ000＊0 | モ000＊0 | モ000＊0 | 9100＊0 | $8000{ }^{\circ}$ | $8000 \cdot 0$ | $8000{ }^{\circ}$ | もL00＊0 | $9100^{\circ}$ |  |  |
| $6706 \cdot 0$ | $8 \mathrm{CL6} 0$ | 87.160 | 6ZI6．0 | 9906.0 | 98L6．0 | 9EL60 | 98さ6．0 | z906．0 | 7¢L6．0 | LEL6．0 | 78L6．0 | 67I60 | LLO6．0 |  | （ $\%$ I＇ fL ） |
| $6000 \cdot 0$ | モ000＊0 | モ000＊0 | ¢000．0 | $6000^{\circ} 0$ | モ000．0 | ¥000\％ 0 | モ000＊0 | 8500．0 | $8000{ }^{\circ}$ | $8000{ }^{\circ}$ | $8000{ }^{\circ}$ | 9100＊0 | LL00\％ |  |  |
| 7906．0 | でโ 6.0 | LTI6．0 | てヵโ6．0 | 0906＊ 0 | LSL6．0 | $6 \pm 16.0$ | L9L60 | 9906.0 | $\angle \mathrm{LT} 6^{\circ}$ | git60 | LTI6．0 | 9 D 160 | 9806．0 |  | （01．0ı） |
| \％100\％ | $9000{ }^{\circ}$ | $9^{0} 000^{\circ}$ | $9000{ }^{\circ}$ | 7100\％ | $9000{ }^{\circ}$ | $9000{ }^{\circ}$ | $9000{ }^{\circ}$ | モ $700^{\circ} 0$ | 0 ［00．0 | 0100．0 | 0L00 0 | L $200{ }^{\circ} 0$ | \＆ $800^{\circ} 0$ |  |  |
| 0モ06．0 | L9L60 | 09160 | โ9โ6．0 | L¢06．0 | L9160 | 89.60 | L916．0 | 7п06．0 | $9 \mathrm{CL} 6^{\circ} 0$ | モ¢ 560 | 99L6．0 | LSI60 | 0806．0 |  | （8‘8） |
| 7\％00＊0 | $9000 \cdot 0$ | $9000{ }^{\circ}$ | $9000 \cdot 0$ | \＆ $800{ }^{\circ} 0$ | $9000 \cdot 0$ | $9000{ }^{\circ}$ | $9000{ }^{\circ}$ | モモ00．0 | 2100．0 | 2L0000 | 25000 | L800\％ | 7п00＊0 |  |  |
| L968．0 | 69.60 | 99160 | 6916.0 | $9868{ }^{\circ}$ | 7LI6．0 | 2916．0 | ZLI6．0 | LL68．0 | 9916．0 | 7916．0 | 9916．0 | 99160 | $6706 \cdot 0$ | 9916.0 | （ $\left.\mathrm{g}^{\prime} \mathrm{G}\right)$ |
| 7\％00＊0 | 9100＊0 | 9100＊0 | 9100 0 | 7\％00＊ 0 | $9100{ }^{\circ}$ | 9100＊0 | 9100＊0 | ¢も00＊0 | 7800＊0 | 7¢00＊0 | 7800＊0 | 9700＊0 | 9゙00＊0 |  |  |
| $67 \% L^{\circ} 0$ | 967＜${ }^{\circ} 0$ | 767200 | 967200 | $0 \mathrm{StL} \mathrm{C}^{0}$ | LZGLO | gzes．0 | LZSLO | 0ももL゙0 | LISL．0 | 6092．0 | LIGL0 | もL¢ $L^{\circ} 0$ | ¢9才L 0 |  | （gicgi） |
| ［800＊0 | $6 \mathrm{~L} 00^{\circ} 0$ | $6500{ }^{\circ}$ | 6100．0 | LE00＊0 | 6 L00．0 | 6 ［00．0 | 6100\％0 | $7900{ }^{\circ}$ | $8800{ }^{\circ}$ | $8800{ }^{\circ}$ | $8800{ }^{\circ}$ | モ900＊0 | $7900{ }^{\circ}$ |  |  |
| ¢98L．0 | 997L．0 | 7972．0 | 99 LCO | 068 $\sim^{\circ} 0$ | \％092．0 | 667L．0 | 7092．0 | LLEL＇0 | 185 $L^{\circ} 0$ | L8t $L^{\circ} 0$ | ¢8も2．0 | 2972．0 | モ0ヵ $2 \cdot 0$ |  |  |
| £ ¢ 00．0 | LZ00．0 | L $200{ }^{\circ} 0$ | L $700{ }^{\circ}$ | £ $¢ 00{ }^{\circ} 0$ | 0700．0 | $0700 \cdot 0$ | $0700^{\circ} 0$ | 9900＊0 | L¢00．0 | L゙00．0 | L¢000 | $6900^{\circ} 0$ | 2900．0 |  |  |
| 898.0 | 8LELO0 | TLIL ${ }^{\circ} 0$ | 8LILO | 007L＊0 | 6TGL0 | 919200 | 6ISLO0 | モ8\＆ 20 | 867200 | モ6もL 0 | 667200 | 8672．0 | LItL $\sim^{\circ} 0$ |  | （01．0¢） |
| $7 \pm 00{ }^{\circ}$ | ¢ $700{ }^{\circ} 0$ | 8 $700{ }^{\circ}$ | モ¢00．0 | £モ00．0 | £700＊0 | \＆ $600{ }^{\circ}$ | ¢ $600{ }^{\circ}$ | 9800\％ 0 | LIE000 | $\angle \mathrm{CO} 0^{\circ} 0$ | LT00．0 | 0600＊0 | $9800^{\circ} 0$ |  |  |
| 898． 0 | 867L．0 | 6672．0 | 86720 | 90ぁ $2 \cdot 0$ | 9 GCL | $0 \pm ¢ 20$ | Stcio | L8EL＇0 | 7\％9L0 | 91920 | z\％920 | 07920 | 97ヵL 0 |  | （8＇8） |
| $8900{ }^{\circ}$ | LE00\％ 0 | 1800\％ 0 | 1800．0 | 0200\％0 | L $800{ }^{\circ} 0$ | L $800{ }^{\circ} 0$ | 1800．0 | LEL0．0 | $7900{ }^{\circ}$ | $7900{ }^{\circ}$ | $7900 \cdot 0$ | EcI0\％ | 0才L0．0 |  |  |
| L972．0 | 787L ${ }^{\circ} 0$ | LLELCO | 785 2.0 | LZ\＆L．0 | EtGL．0 | モ\＆¢ $L^{\circ} 0$ | Etg ${ }^{\circ} 0$ | L672．0 | ELSLO | 20920 | ELSLO | 967 $\sim^{\circ} 0$ | LIEL．0 | 9092.0 | （9＇9） |
| モ\＆00＊0 | $8700^{\circ} 0$ | $8700{ }^{\circ}$ | $8700{ }^{\circ}$ | モ\＆00＊0 | $8700^{\circ} 0$ | $8700^{\circ} 0$ | $8700^{\circ} 0$ | L900＊0 | $9900{ }^{\circ}$ | 99000 | $9900{ }^{\circ}$ | 7200＊0 | $6900{ }^{\circ}$ |  |  |
| 7İC．0 | $08 \pm 0^{\circ} 0$ | LZた¢ 0 | $08 \pm 9^{\circ} 0$ | モもぁ¢．0 | E8tco | ¢87c．0 | E8tco 0 | $87 \pm 9^{0} 0$ | 99tio | gitso | 99EC0 |  | EEtC． 0 |  | （GI＇SI） |
| $7 \mp 00 \cdot 0$ | 7800．0 | $7800{ }^{\circ}$ | 7800．0 | 7ヵ00＊0 | 7800．0 | 7800．0 | 7800＊0 | \＆800．0 | モ900\％ 0 | モ900．0 | ¢900．0 | L600＊0 | $9800^{\circ} 0$ |  |  |
| $07 \mathrm{~F} \mathrm{~S}^{0}$ | Litco | $88 \pm 9^{\circ} 0$ | Lもぁ¢．0 | 6Stc． 0 | E0gc． 0 | モ099．0 | 8099．0 | $68 \pm 9^{\circ} 0$ | 6Lid 0 | LLIC．0 | ZLECO | 09¢¢ 0 | $9 \pm \boxed{9} 0$ |  |  |
| 8700．0 | $9800 \cdot 0$ | $9800 \cdot 0$ | $9800^{\circ}$ | $8 \pm 00 \cdot 0$ | $9800 \cdot 0$ | $9800{ }^{\circ}$ | $9800^{\circ} 0$ | L600＇0 | 72000 0 | \％ 20000 | 7200 0 | 2010＊0 | 00I0\％ 0 |  |  |
| 2689．0 | LZTCO | 7\％ヵ¢ 0 | $27 \pm \square^{\circ} 0$ | ELtco 0 | L6E9．0 | $6679^{\circ} 0$ | 267c．0 | $07 \pm \mathrm{C}^{\circ} 0$ | 7979．0 | L9も9．0 | 797¢．0 | 7ヵta 0 | LZヵC．0 |  | （01．0ı） |
| L900＊0 | E100．0 | £100\％ 0 | £ 0000 | L900＊0 | 77000 | E100．0 | ED00．0 | 7\％L0．0 | $9800 \cdot 0$ | $9800 \cdot 0$ | $9800{ }^{\circ} 0$ | 68100 | LZL0．0 |  |  |
| $0 \mathrm{Et} \mathrm{S}^{0} 0$ | L9ヵ¢．0 | gSta 0 | L9D．${ }^{\circ}$ | ¢6も¢ 0 | Etge 0 | Ctsco | Etcg 0 | 89ヵ¢ 0 | 7099．0 | $0099^{\circ} 0$ | z099．0 | $66 \pm 9^{\circ} 0$ | LLECO |  | （8＇8） |
| L600＊0 | モ¢0000 | モ 9000 | モ 9000 | L600＊0 | モ¢0000 | モ9000 | モ¢00＊0 | 185000 | 8010．0 | 80 L0．0 | 80100 | 7770＊0 | L6I0．0 |  |  |
| LZ7C．0 | ESta 0 | Zたta 0 | E¢£ $0^{\circ} 0$ | 7099．0 | L999．0 | 999.0 | 7999．0 | L9tc． 0 | $8099^{\circ} 0$ | E099．0 | 80 gc 0 | LISG0 | GLECO | 78ta 0 | （9＇¢） |
| 79® ${ }^{\text {d }}$ | OWDW＇TGY |  | ${ }^{79}$ y | 79® ${ }^{\text {a }}$ | OWOW＇TGY |  | ${ }^{79}$ y |  | OW．ON＇Say |  | say | ny | （1TVY | ¢ | （ $w^{\prime} u$ ） |
| $\mathrm{I}=\Omega$ |  |  |  | $\mathrm{I}-=a$ |  |  |  |  |  |  |  |  |  |  |  |

Table 2．Estimates of $R$ when $\alpha$ is known $(\alpha=3)$ and the true values of $R=0.5484,0.7506$ and 0.9165 by using the Priors 4 － 6 ．

Table 3. Confidence intervals of $R$ when $\alpha$ is known $(\alpha=3)$ and the true values of $R=0.5484,0.7506$ and 0.9165 .

| ( $n, m$ ) | $R$ | Exact C.I. | Asymptotic C.I. | Bayesian Credible I. | HPD Bayes C.I. | Empirical Bayes C.I. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(5,5)$ | 0.5484 | (0.2855,0.7877) | (0.2895,0.8055) | (0.3461,0.7476) | (0.3508,0.7483) | (0.3704,0.7145) |
|  |  | 0.5023/0.9500 | 0.5160/0.8940 | 0.4014/0.9473 | 0.3975/0.9450 | 0.3441/0.8173 |
| $(8,8)$ |  | (0.3351,0.7456) | (0.3386,0.7568) | (0.3722,0.7220) | (0.3761,0.7227) | (0.4019,0.6864) |
|  |  | 0.4104/0.9427 | 0.4182/0.9023 | 0.3498/0.9440 | 0.3466/0.9407 | 0.2845/0.8067 |
| $(10,10)$ |  | (0.3507,0.7240) | (0.3531,0.7323) | (0.3808,0.7066) | (0.3840,0.7068) | (0.4102,0.6700) |
|  |  | 0.3732/0.9527 | 0.3792/0.9240 | 0.3257/0.9497 | 0.3228/0.9463 | 0.2598/0.8203 |
| $(12,12)$ |  | (0.3683,0.7110) | (0.3709,0.7182) | (0.3922,0.6973) | (0.3953,0.6979) | (0.4226,0.6617) |
|  |  | $0.3427 / 0.9463$ | 0.3473/0.9223 | 0.3051/0.9457 | 0.3026/0.9470 | 0.2391/0.8207 |
| $(15,15)$ |  | (0.3839,0.6948) | (0.3861,0.7005) | (0.4026,0.6845) | (0.4050,0.6847) | (0.4326,0.6502) |
|  |  | 0.3109/0.9460 | 0.3144/0.9303 | 0.2819/0.9440 | 0.2797/0.9437 | 0.2175/0.8207 |
| $(5,5)$ | 0.7506 | (0.4760,0.8997) | (0.5253,0.9441) | (0.5877,0.8828) | (0.6015,0.8910) | (0.5712,0.8554) |
|  |  | 0.4237/0.9497 | 0.4189/0.8860 | 0.2951/0.9460 | 0.2895/0.9497 | 0.2842/0.8043 |
| $(8,8)$ |  | (0.5429,0.8789) | (0.5762,0.9090) | (0.6105,0.8681) | (0.6215,0.8748) | (0.6129,0.8424) |
|  |  | 0.3360/0.9463 | 0.3328/0.9070 | 0.2576/0.9470 | 0.2533/0.9493 | 0.2295/0.8180 |
| $(10,10)$ |  | (0.5632,0.8678) | (0.5905,0.8929) | (0.6177,0.8593) | (0.6272,0.8652) | (0.6244,0.8339) |
|  |  | 0.3046/0.9533 | 0.3024/0.9190 | 0.2416/0.9483 | 0.2380/0.9417 | 0.2095/0.8160 |
| $(12,12)$ |  | (0.5791,0.8579) | ( $0.6020,0.8789$ ) | (0.6243,0.8521) | (0.6329,0.8574) | $(0.6336,0.8261)$ |
|  |  | 0.2787/0.9423 | 0.2769/0.9200 | 0.2278/0.9390 | 0.2246/0.9377 | 0.1925/0.8077 |
| $(15,15)$ |  | (0.6035,0.8524) | (0.6226,0.8700) | (0.6373,0.8470) | (0.6448,.08518) | (0.6511,0.8237) |
|  |  | 0.2489/0.9470 | 0.2474/0.9333 | 0.2098/0.9433 | 0.2070/0.9417 | 0.1726/0.8297 |
| $(5,5)$ | 0.9165 | (0.7433,0.9697) | (0.8033,0.9952) | (0.8394,0.9676) | (0.8508,0.9733) | (0.8115,0.9540) |
|  |  | 0.2264/0.9540 | 0.1918/0.8933 | 0.1282/0.9613 | 0.1225/0.9527 | 0.1425/0.8057 |
| $(8,8)$ |  | (0.7945,0.9631) | (0.8309,0.9851) | (0.8494,0.9614) | (0.8582,0.9662) | (0.8395,0.9498) |
|  |  | 0.1686/0.9447 | 0.1541/0.9227 | 0.1121/0.9473 | 0.1080/0.9500 | 0.1103/0.8150 |
| $(10,10)$ |  | (0.8105,0.9594) | (0.8394,0.9776) | (0.8531,0.9582) | (0.8610,0.9625) | (0.8481,0.9469) |
|  |  | 0.1489/0.9497 | 0.1382/0.9363 | 0.1050/0.9493 | 0.1016/0.9547 | 0.0988/0.8303 |
| $(12,12)$ |  | (0.8199,0.9558) | (0.8438,0.9715) | (0.8551,0.9551) | (0.8620,0.9591) | (0.8527,0.9439) |
|  |  | 0.1360/0.9410 | 0.1277/0.9457 | 0.1001/0.9350 | 0.0970/0.9473 | 0.0912/0.8127 |
| $(15,15)$ |  | (0.8315,0.9523) | (0.8506,0.9653) | (0.8578,0.9516) | (0.8640,0.9552) | (0.8594,0.9412) |
|  |  | 0.1208/0.9250 | 0.1147/0.9423 | 0.0937/0.8953 | 0.0912/0.9097 | 0.0818/0.7570 |



|  <br>  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| （ $¢ 7660$ ） 2866 | （0896．0）06ャ60 | （ $9000 \cdot 0$ ） 90000 | （ $9000 \cdot 0$ ） 90000 | （9000 | （¢0000）¢00000 | （0L0 | （6000＇0） | （80000）600 | （8000 0）01 |  |  |
| （660․0）02zI 0 | （89150）ъたを「0 | （8016．0）876800 | （ 50160009680 | （zLL60）0968 0 | （til6 0）79680 | （80L6．0）ゅ¢680 | （60L60）99680 | （ 9616 | （z9¢60）ヶ006 0 | （660）060 |  |
| （86760）0¢¢6 | （8876．0）0¢960 |  |  | （8700\％） | （87000） | （ $2900^{\circ}$ ） $02000^{\circ}$ | （ 29000 ）0200 0 | （090000）6 | （ $8900^{\circ}$ ）$\ddagger \angle 0$ |  |  |
|  | （686\％${ }^{\circ}$ ） $0 \downarrow$ \＆ 0 | （9989 0）0867 0 |  | （ 27690 ）ttog 0 | （67690）0tog 0 | （96890）z 26 「 $^{\circ} 0$ | （00690）z26「0 | （900 ${ }^{\circ}$ ）026ャ＇0 | （tg69 ${ }^{\text {）}}$ L26ャ＇0 | （020）0g 0 |  |
| （ 2 を860）¢6860 | （ 8096.0 ）$\llcorner 96.0$ | （6700 ${ }^{\circ}$ ） $\mathrm{Lz00} 0$ | （6700 0） Lz | （6700 ${ }^{\circ}$ ） 7 \％00 0 | （6z00 ${ }^{\circ}$ ） $\mathrm{z}^{\circ} 0^{\circ} 0$ | （89000）\＆ャ00 0 | （8¢0000）$¢ 0000$ | （ $890000^{\circ}$ ）\＆00 0 | （0900 ${ }^{\circ}$ ）\＆500 0 |  |  |
| （801E0） 2 ¢9 ${ }^{\circ} 0$ | （¢2080）¢997\％ | （t9880）z29\％0 | （89880）899\％＇0 |  | （97t\＆0）9t9z | （86880） 26960 | （ャ6880） $669 \% 0$ |  |  | （88．0）¢7\％ |  |
| （00860）LCL6．0 | （0gc6．0） $2 \downarrow 76$ | （ $20000^{\circ}$ ） l 2000 | （ $2000{ }^{\circ} 0{ }^{\circ} \mathrm{O}$ | （ 20000000000 | （90000）01 | （8t00 ${ }^{\circ}$ ） $\mathrm{z} 00^{\circ} 0$ | （ $81000^{\circ}$ ） tz 00 | （0i00＇0）LIO | （ L 0000$)^{\circ} \mathrm{L} 0$ |  |  |
| （Ltz＇0）\＆ogio | （ ¢ヵ¢ ${ }^{\circ} 0$ ）669L0 |  | （ $\ddagger 20600$ ） $2988{ }^{\circ}$ | （ +8060 ） $2888{ }^{\circ} 0$ | （ 28060 ）9288 ${ }^{\circ}$ | （ $82066^{\circ}$ ）¢98800 | （ $18066^{\circ}$ ） $2988{ }^{\circ} 0$ | （68160）0668 0 | （98L60）8768 0 | 760）060 |  |
| （L2760） 8876 | （0ゅt6．0）02960 |  | （เャ00 0）¢t00 | （0ャ000）$¢ 00^{\circ} 0$ | （0ヶ000）9\％000 | （ $8800^{\circ}$ ） 68000 | （ $88000^{\circ}$ ）06000 | （ 28000 ）¢0ı0 0 | （ $+8000^{\circ}$ ）9600 0 |  |  |
| （LIEE0）998E\％ | （06z80）¢¢ $\underbrace{\circ} 0$ |  | （ $82 L 9 \cdot 0) 216 \downarrow^{\circ} 0$ | （Et890） 2 L09 0 |  |  |  | （98690）t96ヶ＊ | （69890）¢967＇0 |  |  |
| （ 29660 ） $2616^{\circ} 0$ | （07c6 0）0¢960 | （8800 0 ）6z000 |  | $\left(6800000800^{\circ}\right.$ | （6800 0 ）0800 0 |  | （ $2200^{\circ} 0$ ）69000 | （98000） $1900{ }^{\circ}$ | （ $\mathrm{L} 800^{\circ}$ ）0900 |  |  |
| （88を¢\％）そт6で0 | （L0t\＆0） $7967^{\circ} 0$ | （LLEE 0） 69970 | （69880）989 0 | （çt゙o）t¢970 | （9ヶt\＆） 9 9¢970 |  | （20ヶ\＆ 0 ）91970 |  | （Ec¢E0）9ヶ¢\％ 0 | （EE0）gで0 | （\％I＇¢L） |
| （LLI60）L6I6．0 | （0ャt60）Lc960 | （6000 0）\＆ $100^{\circ} 0$ | （8000 ${ }^{\circ}$ ）\＆100 0 | （8000 $0^{\circ}$ ）\＆100 0 | （8000 0）\＆ $100^{\circ} 0$ | （ $2100^{\circ}$ ） $27800^{\circ}$ | （LI000）97000 | （81000）0z000 |  |  |  |
| （098 \％ 0 ） 82 | （ $88 \mathrm{t} \mathrm{L}^{\circ} 0$ ） 808 L | （69060）6088 |  | （ $\ddagger 0600$ ） 2888 | （ 82060 ）888 | （990 | （02060）9z | （00760）920 | （9\＆L60）006 | （ $66^{\circ} 006^{\circ} 0$ |  |
| （07z60）0z76 | （0896．0） $2196{ }^{\circ}$ | （9t00 0 ）¢9000 | （9＋000）${ }^{\circ} \mathrm{CO} 00^{\circ}$ | （ゅt000）ъ¢000 |  | （6800．0）80500 | （68000）ヶ0100 | （96000）9710 0 |  |  |  |
| （66980）E8L | （ $¢ 2980$ ）990ヶ 0 | （09290）+ ¢67 0 | （ELL9 0）${ }^{\circ}$ ¢6ャ 0 | （99890） t90 $^{\circ} 0$ | （09890）\＆cos 0 | （8089 0） $2666^{\circ} 0$ | （ $21899^{\circ}$ ） $2666^{\circ} 0$ | （89690） $266 \downarrow^{\circ} 0$ | （ $28899^{\circ}$ ） $266 \mathrm{~F}^{\circ} 0$ | （020）090 |  |
| （07660） $2 ¢ 76{ }^{\circ}$ | （06960） L9 $660^{0}$ | （ $¢ \pm 00$ ） $9800^{\circ}$ | （tø000）980000 | （9＊000） $2800^{\circ}$ | （9t000）980000 | （880000） 2000 | （880000） 2000 | （00t00） 2000 | （ $860000^{\circ} \mathbf{7} 2000$ |  |  |
| （ 29280 ）0Lze 0 | （ 21280$) 888^{\circ} 0$ | （\％LtE0）0t9\％ 0 | （60ャ\＆ 0 ） $809 \mathrm{C}^{\circ} 0$ | （gtgeo） $8987^{\circ} 0$ | （ 20980$) \mathrm{gl97}{ }^{\circ}$ |  | （99t\＆o）689\％0 | （เz\＆E0）¢9ャて．0 | （86880）999\％ 0 | （E80）gz＇0 | （01001） |
| （09L60）LEL60 | （L9960）LT960 | （0t00．0）st000 | （0t00 $0^{\circ} \mathrm{gi} \mathrm{g} 00^{\circ}$ | （0t000）sti00 0 | （0t000）tt000 | （07000）0800 0 | （070000）67000 | （tt000）zz000 | （9100 ${ }^{\circ}$ ） $\mathrm{gzog}^{\circ} 0$ |  |  |
|  | （8Lli 0 ）08070 | （ 87060 ） $9628{ }^{\circ}$ | （8706 0） $1088^{\circ} 0$ | （てヶ060）\＆ ¢8880 $^{\circ}$ | （0g060）$¢ 8888^{\circ}$ | （zE060）60880 | （68060） $2188^{\circ} 0$ | （c0760）c006 0 | （LZL6＇0）6068 0 | （660）060 |  |
| （07660）LEL6．0 | （EL960）¢9960 | （0900 0） 79000 | （0c00 0 ） $8900{ }^{\circ}$ | （ $\left.2 \mathrm{t} 00^{\circ}\right)^{\circ} \mathrm{t} 9000^{\circ}$ | （Lt000） $7900^{\circ} 0$ | （26000）¢zio 0 | （26000）¢zio 0 | （20t00）Lsio 0 | （toto ${ }^{\circ} 68 \mathrm{I}^{\circ} 0$ |  |  |
| （000ヵ＇0）L Z9ヵ＊ 0 | （ ¢9680）\％Lゅゅ 0 | （ $¢ 2990$ ）966「0 | （ヵ¢ $2900686 \mathrm{~F}^{\circ} 0$ | （g9890） $9809^{\circ} 0$ | （ 79890 ）\＆ $200^{\circ} 0$ | （ $62.909^{\circ} 9000^{\circ} 0$ | （608900）900900 |  | （66890）9009 0 |  |  |
| （29L60）\＆6L6 | （89960）$) 88960$ | （z¢00 0）ъャ000 | （ $\left.£ 900^{\circ} 0\right) \& \pm 00^{\circ}$ | （ $¢ ¢ 000$ ）$\ddagger$ ¢ 000 |  | （90L0＇0）98000 | （20t00）98000 | （gzio ${ }^{\circ} \mathrm{t} 600^{\circ}$ | （tlio ${ }^{\circ}$ ）88000 |  |  |
|  | （601ヶ．0）88980 | （ヶてを¢ 0 ） $9977^{\circ}$ | （07t\＆ 0 ）¢ ¢97\％ | （g¢geo）t92z\％ |  | （06さ\＆゙0）ctlz 0 |  | （01880） $88 \downarrow \mathrm{~F}^{\circ} 0$ | （L0¢\＆） $8696{ }^{\circ}$ | （ $¢ 8 \cdot 0) ¢ z^{\circ} 0$ | （88） |
| （0768．0）LE68 0 | （ 28660009760 | （9z00 0）98000 | （ $\ddagger$ z00 0 ）$+800^{\circ}$ | （ $87000^{\circ}$ ） 8000 | （zz000）z\＆000 | （ 8 0000）02000 | （97000）99000 | （67000）ヶャ000 | （98000）ゅ¢00 |  |  |
| （67070）gigz |  | （98880）98980 | （z0 | （9z680）ヶt980 | （87680） 7298 | （9068．0）t 9980 | （97680） $5 \downarrow 988^{\circ}$ | （96160）0968 0 | （ $69060068^{\circ} 0$ | ， |  |
| （ $20688^{\circ}$ ）Et68 0 | （20960） 26760 | （ $88000^{\circ}$ ）68000 | （ $2800^{\circ} 0$ ） $8600{ }^{\circ}$ | （0800 0）0600 0 | （ $+8000^{\circ}$ ） $6800^{\circ}$ | （89L0 $0^{\circ}$ ） 2450 | （tLI0＇0） 28100 | （2070 ${ }^{\circ}$ ） $970^{\circ} 0$ | （9810 $0^{\circ}$ ）8tz0 0 |  |  |
| （ $616 \upharpoonright^{\circ} 0$ ） $8999^{\circ} 0$ | （ $\left.¢ 88 \$^{\circ} 0\right) 9689^{\circ}$ | （ 82990$) \varepsilon L 8 \upharpoonright^{\circ} 0$ | （ $8799 \cdot 0$ ） $006{ }^{\circ} 0$ | （92L90）\＆とLG0 | （88290）ヶ0ヶ¢0 | （ 82990$)^{\circ} 000^{\circ} 0$ |  | （ $\ddagger 8690$ ）c009 0 | （87890） $000{ }^{\circ} 0$ | （020）09 0 |  |
| $\left(81888^{\circ} 02088^{\circ} 0\right.$ | （ELt60）L9760 | （ $+8000^{\circ}$ ）z2000 | （8800 ${ }^{\circ}$ ）¢ $200^{\circ} 0$ | （ $82000^{\circ}$ ） $2200^{\circ} 0$ | （68000）¢2000 | （ELIOO）Osto 0 | （ $22 I 0^{\circ} 06$ 6ヶL00 | （87700）02L0 | （ $26100^{\circ}$ ） $29100^{\circ}$ |  |  |
| （9c09 0 ） $888 \overbrace{}^{\circ} 0$ | （996ヶ．0）$\ddagger$ なゅか 0 | （でゅを゙0）902\％ 0 |  | （†て980）0287\％ | （ 92980$)$ そz8 | （6L980）68Lz\％ | （28t¢0）0gLzo | （L\＆で0） | （ $92 \& \varepsilon^{\circ} 0$ ）+09 \％ |  | （g¢q） |
| dว／ч78 ${ }^{\text {¢об }}$ |  | ＇79y | ${ }^{19} 8$ |  | ${ }^{19} 4$ | ${ }^{\text {ssa }}$ d | ${ }^{58}$ | ${ }^{\text {n }}$ | ${ }^{\text {GTN }}$ U | ${ }_{4}$ | （u |
|  | I＇） 7 Pex |  |  |  |  |  |  |  |  |  |  |



Figure 1. MSE and Bias for $R$ when $\alpha$ is unknown and different pair of $(n, m)$.


Figure 2. MSE and Bias for $R$ when $\alpha$ is known $(\alpha=6)$ and different pair of $(n, m)$.

Table 5. Upper record values from 36 kV and 38 kV data sets.

| $i$ | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- |
| $r$ | 1.97 | 2.58 | 2.71 | 25.50 |
| $s$ | 0.47 | 0.73 | 1.40 | 2.38 |

Table 6. K-S values and estimates when the first shape parameters $(\alpha)$ are common.

| Kolmogorov-Smirnov and corresponding $p$ values |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Data Set | K-S(MLE) | $p$-value | K-S(Lindley) | $p$-value |
| $r$ | 0.6111 | $>0.05$ | 0.4796 | $>0.2$ |
| $s$ | 0.3879 | $>0.2$ | 0.4180 | $>0.2$ |
| Parameter and reliability estimates |  |  |  |  |
| Parameter | MLE | Lindley(SEL) |  |  |
| $\beta_{1}$ | 0.5468 | 0.4227 |  |  |
| $\beta_{2}$ | 1.9134 | 0.4736 |  |  |
| $\alpha$ | 2.2587 | 1.9249 |  |  |
| $R$ | 0.2222 | 0.3311 |  |  |

the goodness-of-fit test. The Weibull distribution is considered by Baklizi [11] based on upper records for the reliability problem and the two-parameter bathtub-shaped distribution is considered by Selim [42] and Asgharzadeh et al. [8] based on upper records for the parameter and interval estimation problems. The Weibull distribution parameters have the unique ML estimates. However, the existence and uniqueness of the ML estimates of the two-parameter bathtub-shaped distribution parameters are not considered in literature, but these parameters are obtained for this example. The K-S values and the corresponding $p$-values, the parameters and the reliability $(R)$ estimates are presented in Table 8. From Table 8, it is observed that the Burr Type XII distribution gives a better fit than the other distributions for both of the data sets.

Table 7. Upper record values from 38.5 and 36 stress levels.

| $i$ | 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $r$ | 60 | 83 | 140 | - | - |
| $s$ | 173 | 218 | 288 | 394 | 585 |

## 5. Conclusion

In this paper, we have derived the estimates of the stress-strength reliability based on upper record values when the stress and strength variables follow the Burr Type XII distribution under the non-Bayesian and Bayesian frameworks. The first shape parameters of the distributions of the measurements are assumed to be the same. When the first shape parameters are unknown, the ML and Bayes estimates are obtained by using Lindley's approximation and MCMC method. It is observed that the performance of the Bayes estimates are better than ML estimates. When the first shape parameters are known, the Bayes estimates are obtained exactly and approximately by using Lindley and MCMC methods for the informative prior case. It is observed that the performance

Table 8. K-S values and estimates when the first shape parameters $(\alpha)$ are common.

| Kolmogorov-Smirnov and corresponding $p$ values |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | based on Burr Type XII | based on Weibul | based on bathtub |  |
| Data Set | K-S(MLE) | K-S(Lindley) | K-S(MLE) | K-S(MLE) |
| $r$ | $0.5104(p>0.2)$ | $0.4464(p>0.2)$ | $0.5058(p>0.2)$ | $0.6626(0.05<p<0.1)$ |
| $s$ | $0.4431(p>0.2)$ | $0.3098(p>0.2)$ | $0.4636(0.1<p<0.2)$ | $0.4601(0.1<p<0.2)$ |
| Parameter and reliability estimates |  |  |  |  |
| Parameter | based on Burr Type XII | based on Weibull | based on bathtub |  |
| $\beta_{1}$ | MLE | Lindley(SEL) | MLE | MLE |
| $\beta_{2}$ | 4.3281 | 15.1596 | 0.006 | 0.0365 |
| $\alpha$ | 7.2135 | 14.3937 | 0.001 | 0.0056 |
| $R$ | 2.0278 | 4.3117 | 1.7096 | 0.3008 |
|  | 0.3750 | 0.7283 | 0.8737 | 0.8672 |

of the Bayes estimates are better than ML and UMVU. Moreover, for the non informative prior case, it is observed that the performance of the Bayes estimates are better than others when the true values of the stress-strength reliability is not close to the extremes ( 0 or 1 ), while near the extremes the UMVU and ML estimates are better than the Bayes estimates. It is observed that the performance of the HPD Bayesian credible interval are better than others in all cases. When the first shape parameter is known, we observe that the stress-strength reliability estimates are very close for both exact and approximate methods. This is encouraging when the first shape parameter is unknown, because the stress-strength reliability estimates can be obtained from the approximate methods only. Furthermore, the Bayes estimates based on Lindley's approximation and the MCMC method are close to each other. Since the computation time for the MCMC method is much more than Lindley's approximation, the Bayes estimates based on Lindley's approximation are recommended.

To obtain the point and interval estimates of the stress-strength reliability are difficult due to lack of explicit form of the reliability when the measurements follow from the Burr Type XII distribution with no common parameters. More work is needed along that direction.
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