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Introduction

Electroencephalography (EEG), introduced by Hans Berger in 1924, is a noninvasive method 
that utilizes electrical potential recordings on the scalp at different locations at microvolt level. 
A brain-computer interface (BCI), an innovation based on computer-assisted controls utiliz-
ing brain activity, depends on EEG signals and provides a means to discover a variety of uses 
ranging from bioengineering to neuro-prosthetics. These new advancements in human-com-
puter interaction applications also focalize the transfusion of emotional states regarding in-
formation between the brain and the computer. Thus, in the literature, there are numerous 
studies on emotional state modeling [1-3]. Yet, the most commonly used two-dimensional or 
three-dimensional space is a circumplex model that shows the emotional state as continuous 
points. In the two-dimensional space, emotions are displayed by arousal-valence map and 
with respect to three-dimensional space, they are modelled as arousal-valence-dominance 
(VAD) map. In these models of emotions, emotional states are one of the qualities of physi-
ological-neural aspects of emotions, which are isolated from each other, and are represent-
ed as a blend of these dimensions. Arousal is defined as the power or intensity of sensation 
(emotional arousal), valence is defined as the satisfaction or dissatisfaction grade (emotional 
valence), and dominance is defining as the power of controlling emotion internally (emotion-
al dominance). For example, anger is shown as a combination of negative valence and high 
arousal [4].

Traditional time-frequency representation algorithms, such as short-time Fourier transform 
(STFT) and continuous wavelet transform (CWT), have been utilized to frequently examine 
the emotional state data [5].Yet such methods restrict the representations in time-frequency 
space depending on the projection of data onto the fixed arrangement of the fundamental 
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functions. Recently, improvements have been presented using 
several techniques for time-frequency analysis depending on 
the data itself. 

The empirical mode decomposition (EMD) transforms the sig-
nal into an arrangement of band-limited segments leaving 
well-localized patterns at the instantaneous frequency level. 
There are no previous assumptions for the basic signal prop-
erties, which are adapted for nonlinear and nonstationary data 
analysis in EMD method. In other words, in contrast to fixed 
fundamental functions in Fourier and wavelet transforms, EMD 
expands a given time series x(k) to a set of narrowband oscil-
lation modes, called intrinsic mode functions (IMFs) naturally 
occurring from self-existing oscillations in the signal x(k) [6]. 
It provides great superiority in executing real-world signals 
because it is data-adaptive, comprehensive, and much more 
flexible than Fourier and wavelet-based functions. The non-lin-
earity inherent in the EMD algorithm also gives a compact 
representation possibility. Subsequently, normalized Hilbert 
Transforms, and quadratic methods can be used to acquire 
more precise time-frequency representations [7]. However, the 
operation of EMD has underestimated certain issues, such as 
specific mode mixing and overlapping.

In this paper, section 2 summarizes the related works about 
the proposed model. Section 3 explains the content of the 
data set and gives an explanation of the algorithms related to 
EMD, multivariate EMD (MEMD), and noise-assisted multivar-
iate EMD (NA-MEMD). In section 4, we present a broad set of 
simulations and emotional state classification results for real 
emotional state data compared to NA-MEMD. Finally, in section 
5, the implementations of NA-MEMD to non-stationary EEG sig-
nals are outlined in discussion and conclusions.
 
Related Work

To date, EMD-based emotional recognition methods have been 
developed using standard single and multiple channel EEG sig-
nals [8-17]. In addition, the researchers whose studies are cited in 
performed emotional state recognition using multivariate EMD 
due to the idea of multiple channel approach [18-22]. Despite 
the advantages of the EMD method for linear and non-stationary 
data, it has the disadvantage that it is practically not arithmetical 
[6]. The susceptibility of the EMD algorithm to local signal chang-
es can often bring about decompositions [23]. However, the 
process of the EMD method tends to cause “mode-mixing” and 
“aliasing” due to sub-Nyquist extreme sampling, which is often 
caused by overlaid IMF spectra. In order to overcome these dis-
advantages a new approach called noise-assisted multivariate 
empirical mode decomposition (NA-MEMD) has recently been 
developed [24]. As an important step in data-adaptive analysis, 
the applications of NA-MEMD have so far been utilized resulting 
in positive outcomes, which are based on time-frequency axes 
with Doppler radar signals computer simulations and motor im-
age EEG data from the BCI competition IV data set in time-fre-
quency analysis of neuronal populations with instantaneous 

resolution phase synchronization using EEG-based prediction 
of epileptic seizures, in lung-heart sound discrimination, mul-
tichannel EMG signals, and rejecting the unwanted noise con-
tained within the VLF-EM (very low-frequency electromagnetic 
method) data, which produced NA-MEMD [25-31]. Additionally, 
as an improved noise assisted method for multivariate signals 
decomposition, partial noise assisted multivariate EMD is pro-
posed by Huang et al. [32].
 
In this study on emotional state analysis, NA-MEMD is evaluat-
ed as a potential method for the processing of EEG signals and 
the results are compared with MEMD and EMD methods. That 
is, we present the applications of NA-MEMD, as well as the al-
gorithm of EMD, which seems not enough for multivariate time 
series, and MEMD contribution as its multivariate extension. 
We will relate the decomposition by emphasizing the contribu-
tion of the IMF differences via the noise subspace added to the 
input data to demonstrate the mode-alignment and filter bank 
properties of NA-MEMD. 

Methodology

Dataset

The DEAP database was utilized in this investigation which 
consists of the dimensional features-valence, arousal, and 
dominance- to depict distinctive emotional diversity for 32 
participants [33]. While creating the database the subjects first 
viewed 120 videos and 40 of them were selected as suitable 
stimulants because they displayed the most stable emotions 
with reference to the cognitive affective map. The ratio to the 
standard deviation of the averages of the values given for 
each video was fixed for the experiment credibility indicator. 
During the video viewing 32-channel EEG data were acquired. 
Thus, our data set consisted of 32-channel EEG data and the 
corresponding questionnaire answers using self-assessment 
mannequin (SAM) that showed the participant’s responses to 
valence, arousal and dominance. 

Empirical Mode Decomposition

EMD is a completely data-driven method that achieves highly 
localized time-frequency estimation for linear and non-station-
ary signals. Thus, the signal is converted into a finite set of IMFs, 
which are amplitude and frequency modulated (AM and FM) 
waves. Two requirements are essential for a signal to be regard-
ed as an IMF.

1) The number of extrema and the number of zero crossings 
should be different only by one.

2) The average envelope that connects the local maxima and 
minima, respectively, is roughly zero.

Therefore, as an advantage of EMD compared to Fourier tech-
niques, each IMF can be treated as a narrow-band signal exter-
nalizing a different time-scale specific to the data set CITATION 
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Nor98 \l 1055 [6](Norden E. Huang, 1998). EMD process is sum-
marized below:

Algorithm 1: Standard EMD algorithm

1) Assume that ( )v t is the initial signal, let ( ) ( )v t v t=  
2) The local maximum and local minimum of ( )v t are found.
3) A lower ‘envelope’ exists as ( )le t that interpolates all local 

minima.
4) A higher ‘envelope’ is found as ( )ue t , which interpolates all 

local maxima.
5) As ( ) ( ( ) ( )) 2l um t e t e t= + , the local average is calculated.
6) The local average is subtracted from ( )v t ,  

(where i . is the first order of the IMF).

7) ( )v t is assigned as ( )ic t , and it is passed to the second step 
after ci(t) is IMF. 

The first IMF is removed from the initial data, 
, and this is executed repeatedly until no more oscillations are 
present or it is fixed. This process, referred to as ‘sifting process’, 
is controlled appropriately by a defined stopping criterion. 
The signal ( )v t is defined in equation 1.

  (1)

where ( )ic t , 1,......,i M= are IMFs and ( )r t is the residual. 
The narrowband structure of IMFs is suitable for the Hilbert 
Transform which can be operated to acquire localized time-fre-
quency spectrograms.

  (2)

where the symbol P denotes the Cauchy principal value and 
the analytical signal is obtained as:

  (3)

And the amplitude and phase functions are defined as ( )ia t and 

( )iQ t respectively. The phase function ( )iQ t is used to derive the 

instantaneous frequency ( )
( ) i

i
dQ t

w t
dt

= . The graph of the amplitude 

versus time, t, and the instantaneous frequency ( )iw t more pre-

cisely, the determination of the amplitude curve over the time 

frequency axis is known as the Hilbert-Huang Transform (HHT). 

Multivariate Empirical Mode Decomposition

Multivariate EMD is the extension of the standard, bivariate and 
trivariate EMD developed by Rehman and Mandic [34]. The stan-
dard EMD calculates the local average applying the average of 
the up and down envelopes. Nevertheless, the local average of 
an n-dimensional signal cannot be computed in a direct way, and 

multidimensional envelopes are obtained by projecting the sig-
nal in variable spaces along different directions, then averaging 
these reflections to attain the local average. For the set of direc-
tion vectors utilized to reflect the input of a multivariate signal, 
low discrepancy Hammersley sequences were exploited to make 
semi-uniform dots on high-dimensional spheres, giving uniform-
ly distributed direction vectors (V) on n spheres and making the 
resulting strategy precise and computationally effective [34].

Notwithstanding, the issue of selecting a reasonable arrange-
ment of direction vectors for performing signal projections in 
n-dimensional space necessitates a caution. The prediction of the 
local mean along multiple directions in an n-dimensional space 
can be viewed as a calculation of the integral of all the envelopes 
and the precision of calculation arises from the direction vectors 
being selected consistently, particularly for a restricted quantity 
of direction vectors. Because the direction vectors in n-dimen-
sional spaces may be identically symbolized as points on the 
relating unit (n – 1) spheres, the issue of selecting an appropri-
ate arrangement of direction vectors may be treated as that of 
discovering a uniform sampling scheme on n sphere. Once an 
appropriate arrangement of direction vectors on the n sphere 
is produced, projections of the signal are ascertained along that 
arrangement; the extremum of projected signals are interpolated 
to provide the required multidimensional envelopes of the signal. 
The average of multiple envelope curves, each having a special 
direction vector, is taken to get the multivariate signal mean.

The details of the MEMD are summarized below:

Algorithm 2: Multivariate EMD algorithm (MEMD)

1) An appropriate point for sampling over (n – 1) sphere is 
selected.

2) For all k  (all clusters of direction vectors), to give 
as a reflection set, is calculated by the reflection 
of input signal along direction vector kQx .

3) The time constant kQ
jt corresponding to the maximum of 

the reflected signals is found.
4) Interpolation is performed using to obtain 

highly variable envelope curves . 
5) For a set of K direction vectors, the average of the enve-

lope curves is computed as 
6) Where ‘ i ’ is the order of the IMF, ‘detail’ ( )ic t is extract-

ed utilizing, . If ‘detail’ ( )ic t satisfies the 
stopping criterion for a multivariate IMF, the above proce-
dure is applied to , if not, it is applied to ( )ic t .

Limitations of Single and Multichannel Data Analysis with 
EMD

When the EMD is applied separately for each EEG channel, the 
IMFs acquired from different EEG channels are dissimilar in 
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number and have distinct statistical characteristics due to the 
EEG signals problem of uniqueness. Moreover, the EMD is re-
flected by different decompositions acquired from the signals 
of similar statistics, and thus, mode-mixing phenomenon oc-
curs in the EMD process at similar frequencies for different IMFs. 
In the MEMD, the first IMFs acquired from different EEG chan-
nels have parallel frequency fluctuations, bandwidths, or auto-
correlation features. However, MEMD still exhibits an amount 
of mode-mixing sensitivity. Mode mixing occurs with a single 
IMF carrying signals of essentially different modes or a single 
mode in more than one IMF [18]. This is a consequence of the 
signal spacing that causes the IMF spectrum to intersect and 
overlap in the time-frequency domain. Two sources of overlap-
ping are i) extremum sampling or sub-Nyquist sampling which 
is an important step in EMD filtering, and ii) the equivalent in-
terpolation filter (e.g. a cubic spline) of the EMD away from the 
ideal low-pass filter creates more overlapping. It is important 
to emphasize that the EMD filtering process is strongly depen-
dent on the sampling of the signal extremum points, and thus, 
the existence of a sufficient number of extrema in an input is 
a precondition for the initiation and successful execution of 
the EMD approach. For example, a standard EMD fails to work 
on a Dirac pulse because there are not enough extrema for an 
expressive EMD. To get an equivalent noise response from the 
EMD filter, Flandrin et al. [35] considered the limit of the noise 
pulse to be an idealized impulse pulse and executed the EMD.

The addition of noise to the Dirac pulse gives rise to addition-
al extremum points for the signal that assists the commence-
ment of the EMD filtering process and acquires its equivalent 
impulse response. The concept of   adding a noise set into the 
signal forms the basis of ensemble empirical mode decompo-
sition (EEMD) [36]. The EEMD works by adding many indepen-
dent noise sets to the data and applies EMD to each member of 
the resulting ensemble. In doing so, the EEMD uses the dyadic 
filter bank feature of the EMD when applied to the white gauss-
ian noise (WGN). In addition to the analysis without mode-mix-
ing, EEMD reveals the more localized modes inherent in the 
data. However, because of adding noise in a direct way to the 
data, it is probable that residual noise effects remain in IMFs. 
The amplitude of these remaining depends on the number of 
implementations averaged over the ensemble size, risking the 
completeness of the remaining signal. Various changes in the 
EEMD have been recommended to overcome this issue. Torres 
et al. [37] worked on carefully selected noise at each analysis 
stage to calculate a single residue. Complementary ensemble 
empirical mode decomposition (CEEMD) removes residuals 
from the WGN through the complementary ensemble IMF 
pairs acquired from positive and negative sections of the add-
ed noise [38].

Noise-Assisted Multivariate Empirical Mode 
Decomposition.
Noise is normally a substance added in that it adds to the data 
bearing signal. A model of the received signal with additive 
noise is represented as:

Considering signal to noise ratio is given by:

 
.
.

S S P
N N P

=   (4)

Where S stands for signal and N stands for noise and also 
.S P  and .N P are abbreviations of Signal and Noise Power. 

The signal to noise ( )SNR in dB expressed by:

  (5)

Additive WGN utilized in this study is a basic and usually ac-
cepted noise model in signal processing and is the arrange-
ment of assumptions that the noise samples have a Gaussian 
distribution and are white which means power spectral den-
sity is horizontally stable and hence the autocorrelation of the 
noise in time domain is zero for any non-zero time offset. Ad-
ditionally, the noise is additive where the noise is statistically 
independent of the signal and the received signal equals the 
transmit signal plus some noise as can be seen in Figure 1.

Hence, the NA-MEMD first runs by forming a multivariate sig-
nal containing one or more input data channels and adjacent 
independent events of the WGN in separate channels. The 
multivariate signal, which consists of data and noise channels, 
is processed utilizing the MEMD method and the IMFs corre-
sponding to the initial data are reconstituted to obtain the de-
sired decomposition. In this way, unlike the EEMD, physically 
separate input and noise subspaces in the NA-MEMD prevent 
direct noise artifacts. In the multivariate data shifting process, 
when all reflected signals meet any stopping criteria accept-
ed in the standard EMD, IMF can be stopped. The MEMD algo-
rithm, when applied by adding WGN to a multidimensional 
signal, acts as a dyadic filter bank on each channel, showing a 
greatly improved rank order of IMFs corresponding to different 
channels over the same frequency range when compared to 
EMD as can be seen in Figures 2, 3. Using this feature of MEMD, 
Rehman and Mandic [34] proposed the noise assisted MEMD 
method to further improve the mixing problem CITATION 
Nav13 \l 1055 [24]. This is accomplished by including a sub-
space with multivariate independent WGN and increasing the 
size of the data, and the resulting composite signal is processed 
using MEMD. In this way, the noise will remain in a different 

Figure 1. The representation of the additive noise
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subspace and be used in raising the filter bank structure, never 
interfering with the useful data channels, thereby reducing the 
issue of mode-mixing and providing a better definition of the 
frequency bands. Only the IMFs corresponding to the initial in-
put signal are preserved by subtracting the noise-dependent 
IMF subspace. Due to the noise subspace, the alignment of the 
IMFs adapts to the dyadic filter bank structure, thus providing 
an important tool for non-stationary analysis of narrow band 
biomedical signals and aligning the IMFs related to the origi-
nal input signal. Regardless of the differentiation between the 
EEMD and NA-MEMD, the main reason behind both methods 
is to use the dyadic filter bank structure of the (M) EMD, both 

EMD and MEMD approaches, by adding the WGN to the signal 
for reformed efficiency of the standard EMD. The NA-MEMD al-
gorithm’s output depends on the power level of the attached 
noise channels. The algorithm performs like the standard EMD 
for infinite small noise amplitudes. Enhancing the power of 
noise will further strengthen the structure of the dyadic filter 
bank on the input data, but it overrides the data adaptive ca-
pability of the (M) EMD-based algorithms. The ideal noise levels 
for NA-MEMD are within 2-10% of the input data power (vari-
ance) [24]. 

Algorithm 3: Noise Assisted Multivariate EMD 

1) Create a series of uncorreleted white Gaussian noises with 
the same length as the input ( q channels).

2) Add the noise channel ( q channel) obtained in step 1 
apart from multivariable signal ( n channel) as an input, 
and obtain a signal of ( )n q+ channel.

3) Using the MEMD algorithm summarized in Algorithm 2, 
the resulting ( )n q+ channel multivariate signal is pro-
cessed.

4) The resulting ( )n q+ variable IMF, the q  channel corre-
sponding to the noise is removed, thus, the cluster of IMFs 
corresponding to the original signal as n channel remains.

Recently, different methods have also been proposed in which 
the assistant signal for the input signal (a fractional gaussian 
noise and sinusoidal signal apart from WGN are utilized [39-41]. 
The details of the NA-MEMD are as Figure 2 and Figure 3.

Proposed Methods

Mod Mixing Definition and Demonstration 

Considering signal x(n), the MEMD and NA-MEMD algorithms 
were applied to the emotional EEG signal, yielding the IMFk (n) 
for modes 1,.....,k K= for MEMD and the IMFl(n) for modes

1,.....,l L= , for NA-MEMD, mod mixing problem is demon-
strated below: 

  (6)

Accordingly, the EEG signals taken from the 10th participant’s 20th 
video in DEAP dataset expanded to their IMFs utilizing MEMD is 
presented in Figure 4 and the expansion of the same EEG sig-
nal to IMFs using NA-MEMD is presented in Figure 5. In total, the 
first 10 IMFs, which seemed to be meaningful, were presented 
visually. It seemed as if there are no differences between the 
expansion of IMFs oscillations between MEMD and NA-MEMD, 
presented in Figure 4, 5. However, to better understand the issue 
between IMF expansions obtained using these methods, the dif-
ferences (having been acquired by subtracting IMFs oscillations 
of NA-MEMD (Figure 5) from IMFs oscillations of MEMD (Figure 4) 
were taken into consideration and Figure 6 is presented.

Figure 2. Mod mixing demonstration on IMFs using EMD as a fil-
ter bank

Po
w

er
 S

pe
ct

ra
l D

en
si

ty

Figure 3. Mod mixing demonstration on IMFs using MEMD as a 
filter bank
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Indeed, as can be seen in Figure 6, the difference began with 
the first IMF, due to NA-MEMD, and other inherent oscillations 
in the signal appeared. If looked at closely, new oscillations be-
gin to emerge from the IMF 5 in Figure 5 as well as the easily 
noticed oscillations in Figure 6.

Accordingly, it is predicted that the NA-MEMD method would 
provide better results than the MEMD in emotional state clas-
sification studies.

Furthermore, to indicate the success of the MEMD method in fil-
ter bank structure, the well-defined instant frequencies for each 
IMF were shown and the mode-mixing state was presented in the 
channels used. Accordingly, as can be seen in Figure 7, the MEMD 
in terms of dyadic filter bank was successful, but more satisfactory 
results are obtainable. Additionally, considering EEG signals ex-
panded to their IMFs, the oscillations are decreasing starting from 
the IMF 5 and almost no oscillations are observed in the IMF9.

Moreover, to show the success of the dyadic filter structure for the 
NA-MEMD used in the proposed emotion model, the mode-mix-
ing state is demonstrated versus the well-defined instant frequen-
cies for each IMF in the channels used in Figure 8. Accordingly, the 
dyadic filter bank structure in the NA-MEMD method was more 
successful than the MEMD dyadic filter bank when Figures 7, 8 
were compared. It appeared that after IMF 5, the mode-mixing 
phenomenon diminished, and the mode alignment and oscilla-
tions increased. 

Accordingly, a second definition for mode mixing phenomena 
may be evaluated depending on filter bank properties of NA-
MEMD and MEMD methods, demonstrated in Figure 7, 8 as:
 

   (7)

 

Where “ i ” stands for i.th indexed IMF for the modes 
and “j” stands for j.th for the number of channel

1,2,3,.....,j J= . With respect to the PSD, it represents the pow-
er spectral density in log scale.

As such, in this study our goal is to utilize these inherent fea-
tures of the signal which appeared thanks to NA-MEMD meth-
od, as can be seen in Figure 4-8.

Channel Selection and Operating MEMD and 
Algorithms

Considering the EEG signals of the 40 videos of 32 participants 
in DEAP dataset utilized in the study, a total of 26 channel data 
for each participant were used. For each video viewing, 8000 
data samples were selected. The 26 channels employed here 
were the channels on the left frontal-weighted lobe (Fp1, AF3, 

Figure 4. Expansions of EEG signal to IMF oscillations, using 
MEMD

Figure 5. Expansions of EEG signal to IMF oscillations, using NA-
MEMD

Figure 6. Expansions of EEG signal to IMF, using the differences 
between IMF oscillations of NA-MEMD and MEMD algorithms
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F3, F7, FC1, FC5, T7, C3), right frontal-weighted lobe (Fp2, AF4, 
F4, F8, FC2, FC6, T8, C4), right and left frontal-weighted lobe 
differences, and 2 central channels (Fz, Cz) CITATION Ahm16 \l 
1055 [21].This data set is arranged as an input to the MEMD 
algorithm as can be seen in Figure 9. Thus, the obtained data 
set had a size of almost three-dimensional matrix as [26(chan-
nel) x15(IMF number) x 8000(data)]. Here, the center number 
demonstrates the number of IMFs. In this investigation, our IMF 
numbers varied between 13 and 17, and because the average 
mode number is 15 different video viewing sessions. The mode 
selected was 15 in our study.

Then, NA-MEMD method was executed. However, for this pro-
cess, before the computation starts, the key issue was to pick a 
variance (power) of 2-10% of the variance of the input on the 
EEG signals recorded during every video of each participant. 
According to Algorithm 3 presented in section 3.4, n=26 (mul-
tivariable signal channel) and q=2 (number of channels used in 
noise addition) were prepared before the running process of 
the MEMD algorithm. As such, two noise channels correspond-
ing to SNR ranging from 0.2 to 0.5 dB were employed in the 
noise subspace of and added to our “n” channel. Hence, (n+q) 
channels for data were acquired as (26+2=28). The number of 
direction vectors in NA-MEMD was 128 and stopping criteria 
was [σ1=0.05, σ2=0.5, α=0.05]. However, there is no restriction 
on the amount of noise channels to attach to the data set. NA-
MEMD method was executed for each video of each participant. 
In the content of q = 2 and N = 8000 (data length), independent 
noise sets were produced for WGN channels. Hereby, the ob-
tained data was approximately three-dimensional matrix as [28 
(channel) x15 (IMF number) x 8000(data)]. The number of IMFs 
do not affect the result due to the NA-MEMD calculation com-
pared to MEMD results. The last two channels were eliminated 
due to the rule for the NA-MEMD method. Finally, the result as 
[(26 (channel)x 15 (IMF number) x8000(data)])] was obtained in 
the NA-MEMD method as well as in MEMD method. 

Classification

Prior to the classification steps, the three-dimensional data set 
was converted into a one-dimensional data set. A total of 32 
participants’ dimensional feature sets were extracted utilizing 
the proposed NA-MEMD and MEMD method. At that point, 
the singular value decomposition (SVD) method was used for 
dimension reduction, which resulted in 1280 feature set, con-
sidering the first four IMF numbers [14]. For the classification 
steps, only the amplitudes of IMFs were applied compared to 
the reference in which further operations were executed after 
IMF computations [21]. After this process, for the data coming 
from 32 subjects, an input data was formed (each video of a 
participant was arranged as a row of sub-platforms), and the 
input matrix was composed. In terms of the output, for each 
label (valence-arousal-dominance) scale, it was resolved that 
the numbers ranging from 1 to 9 was changed as high and low 
labels. When the number was greater than 5 it was assigned as 
high, otherwise low. Then, with three different 1280x1 matrices 

Figure 8. Mod mixing demonstration on IMFs using NA-MEMD as 
a filter bank with using our all channels (V=128) (10th participant’s 
20th video) 
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Figure 9. Representation of EEG electrode setting for the DEAP 
dataset

Figure 7. Mod mixing demonstration on IMFs using MEMD as a filter 
bank with using our all channels (V=128) (10th participant’s 20th video) 
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for valence-arousal-dominance scale, the execution of the se-
lected classifier in Matlab Classification Learner Tool was calcu-
lated as {data=[output (label data (1280x 1) (e.g. valence label) 
input (processed EEG signal [1280x1]).

Results

In the proposed emotional state analysis model, band limited 
IMFs were obtained utilizing the dyadic filter bank structure 
that solves the mode-mixing problem of NA-MEMD in the way 
mentioned above. At the same time, the obtained IMFs’ oscilla-
tions were used as the feature vector. As shown in Figure 9, in-
stead of using the full 32 channels, the frontal weighted chan-
nels that cause emotional formation were used to obtain the 
effective result. The results are presented separately for com-
parison with MEMD and NA-MEMD. As previously mentioned, it 
is a prerequisite for NA-MEMD to select appropriate amplitudes 
(pick a variance (power) of 2-10% of the variance of the input) 
for the added noise channels to operate the algorithm success-
fully. The standard EMD appeared to be a special case of NA-
MEMD for very small infinite input noise levels. When the noise 
level was not in that range, it could lead to loss of the data-driv-
en nature of NA-MEMD due to extreme input noise power [24]. 
The fact that the IMFs obtained by NA-MEMD were localized 
more frequently, and that there was a greater distinction be-
tween IMF frequency distributions, demonstrated a better con-
sistency in the EEG components among the trials and showed 
that these elements were better separated. Meanwhile, IMF 
numbers resulting in the NA-MEMD algorithm was the same 
number as MEMD algorithm. When the filter bank structure 
and the IMF expansions were examined, the differences in the 
filter bank structure were apparent starting from IMF 5 (Figure 
7, 8). Therefore, the classification results obtained by IMFs’ con-
tribution via MEMD, NA-MEMD algorithm using different classi-
fiers are presented in Table 1.

Accordingly, the most satisfactory results belong to outcomes 
of NA-MEMD algorithm. So, via NA-MEMD, our accuracy rates 
were 70.0%, 73.8% and 74.2 % respectively for high/low va-
lence, arousal and dominance dimensions utilizing weighted 
k-NN Classifier. The second outstanding classification rates be-
long to Subspace k-NN Ensemble classifier utilizing NA-MEMD. 
And, the classification rates using Complex Decision Tree also 
have satisfactory results among the classifiers we used.

Those with the highest value for accuracy rate are among dom-
inance dimensions. As shown in Table 1, almost all satisfactory 
results were obtained using the NA-MEMD method. Hence, it 
can be said that emerging the hidden inherent features in the 
IMFs utilizing NA-MEMD method positively contributes to the 
classification process.

Conclusion

The improvements provided by NA-MEMD showed that this 
method is a feasible alternative to MEMD when real emotion-
al state is estimated from EEG data, due to reduced noise on 
IMF outputs, much more inherent signal features, and im-
proved frequency localization. Noise-assisted methods, with 
the inclusion of both EEMD and NA-MEMD, will be helpful for 
signals with the dyadic filter bank decomposition. However, 

Figure 10. a-c. IMFs alignment using NA-MEMD as a filter bank with 
using our all channels (a)V=64 b) V=32 c) V=128) (12th participant’s 
10th video.)
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if the desired signal is in multiple sub-bands, selecting noise-
based methods for analysis can “spread” the desired signal 
to multiple IMFs, causing undesirable mode mixing. In such 
cases, the implementation of a dyadic filter bank structure in 
the input signal can decrease the inherent data adaptive ca-
pability of EMD-based algorithms. Therefore, it is very crucial 
to choose the noise variance according to the input data. Our 
analysis also shows that the ideal noise levels for NA-MEMD 
are within 2-10% of the input data power (variance) [24]. This 
remark is represented in the simulations for the filter bank 
property belonging to the 10th participant’s 20th video data 
(Figure 4-8) and the 12th participant’s 10th video data (Figure 
10, 11) in DEAP dataset. The NA-MEMD algorithm gave bet-
ter results than the MEMD algorithm in classification results, 
although there were some uncertainties. In the simulation re-
sults shown for the filter bank property in Figure 10, it is seen 
that choosing direction vector number 128 contributes to 
more meaningful IMF results. Optimal results were obtained 
by selecting both the number of direction vector 128 and 

using NA-MEMD. The disadvantage of large selection of the 
number of direction vector is that as the number of direction 
vector enhances, the time required to decompose the signal 
also enhances. In the IMF expansions obtained after analyz-
ing EEG signals, it is important to note that the method is flex-
ible, that the physically meaningful components of the analy-
sis result are generated, and that the noisy noise power added 
to this data supervises the operation of the algorithm. NA-
MEMD’s filter bank structures are illustrated in Figure 8, 10; in 
terms of noise interference and mode mixing, compared with 
the standard MEMD method. However, the disadvantage of 
the method is that after finding the variance of all the chan-
nels of EEG data the calculation of which is time consuming, 
adding the process of the variance noise ranging from 2-10% 
is computationally expensive and must be implemented with 
caution. To acquire a physically meaningful result from such 
data sets, all observed variables should be decomposed to 
the same number as the IMF components at similar scales. 
In such cases, NA-MEMD application provides great chan-

Table 1. Classification results obtained by IMFs’ contribution via MEMD and NA-MEMD algorithm using Support Vector 
Machine, Decision Tree, k-Nearest Neighbor and Ensemble Classifier

High-Low Valence Arousal Dominance Method

Support Vector Machine (Fine Gaussian SVM) 60.9% 55.5 % 63.5 % MEMD

Support Vector Machine (Fine Gaussian SVM) 63.1% 56.4% 66.2% NA-MEMD

Decision Tree (Complex Tree) 66.3% 65.0% 69.7% MEMD

Decision Tree (Complex Tree) 68.4% 67.2% 71.9% NA-MEMD

k-Nearest Neighbor (Weighted k-NN) 67.3% 71.6% 72.1% MEMD

k-Nearest Neighbor (Weighted k-NN) 70.0% 73.8% 74.2% NA-MEMD

Ensemble (Subspace k-NN) 66.4% 69.6% 70.0% MEMD

Ensemble (Subspace k-NN) 68.1% 72.3% 72.5% NA-MEMD

Table 2. The comparison of the NA-MEMD based emotion recognition with previous MEMD based studies

Study Dataset
Emotion 
Recognition Accuracy Rates Methods Classifiers

Xu IAPS Positively excited, 
Negatively excited, 
Neutral

MEMD-statistical; k-NN(81.39; LDA(59.18) 
MEMD-NBP;k-NN (82.62);LDA(63.49) 
MEMD-HOC;k-NN(90.77);LDA(79.64) 
MEMD-Wavelet;k-NN(77.4);LDA(55,99)

Memd-based 
features, 

k-NN, 
LDA

Mert and Akan DEAP High-Low Valence 
High-Low Arousal 
High-Low Valence 
High-Low Arousal

67.00±9.60, , k-NN 51.01±15.69, k-NN 
72.87±4.68, ANN 75.00±7.48, ANN

Memd-based features, 
ICA,

k-NN, 
ANN

Guitton Self-Dataset Happy 
Relaxed 
Neutral 
Fear

MEMD,(SCA -FFA), SVM 72.2- 83.3 77.8-66.7 
72.2-83.3 66.7 -55.6

Memd-based features, SVM, 
k-NN 
LDA
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nel-based advantages because it provides the same number 
of IMFs compared to MEMD. NA-MEMD method is better but 
the fact that NA-MEMD is preferred is directly related to the 
user’s desire to work and to time planning. Nevertheless, the 
multivariable extensions of the EMD have the advantage of 
being more practical in handling the multichannel signals 
than EMD processing of each channel. 

Considering MEMD based emotion recognition studies sum-
marized in Table 2, our study is significant in that it uses em-
bedded oscillations of MEMD within itself, evacuating via NA-
MEMD method. We acquired the best results 70.0%, 73.8% and 
74.2% respectively for high/low valence, arousal and domi-
nance (the mean rate was 72.6%) dimensions utilizing weight-
ed k-NN Classifier.

Study MEMD combined with Synchrony Cluster Analysis (SCA), 
Frequency Flows Analysis (FFA) and the spectrogram and ob-
tain the maximum mean rate of 73% utilizing SCA calculated 
on the IMFs along with a SVM classifier [22]. Moreover, Mert 
and Akan take out Hjorth’s parameters, entropy, power, PSD, 
correlation, and asymmetry power difference, power ratios, 
relative entropy, correlation, coherence of IMFs as features via 
MEMD and acquired the best results as 75.00±7.48, ANN clas-
sification rates for high/low arousal. The presented method 
differs in that while our study uses and focuses on the inher-
ent features during MEMD process. In addition, proposed their 
method based on MEMD however, they examine separately 
their feature extraction methods after obtaining IMFs [19, 22]. 
It is important to note that the choice of EEG channels, IMF 
selection, dimension reduction methods, the use of different 
datasets can cause different results.

The computation times necessary for the execution of the 
MEMD and NA-MEMD approaches with a personal computer 
were almost 8, and 16 hours respectively for all video record-
ings of a participant. So, that utilizing NA-MEMD depends on 
the researcher’s own preference even if the nature of data is 
appropriate for NA-MEMD method.

It should be noted that the multivariate signal processing ap-
proach is preferred in many applications. In this respect, EEG 
data are naturally multivariate and form an important link be-
tween different channels and multi-variate methods. As a re-
sult, for the analysis of multivariate data, the advantages of the 
NA-MEMD method over MEMD in the field of emotion-state 
classification are demonstrated using the fundamental issues 
of standard EMD - frequency localization, noise interference 
and mode-mixing. In addition, using EEG analysis using NA-
MEMD, due to the non-stationary and multichannel structure, 
the ability to explain the uncertainty over the methods using 
classic time frequency methods has been uncovered.
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