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Abstract: Any interaction with river systems requires detailed consideration of 

channel evolution. The multiplicity of physical processes occurring within 

catchment and channel-floodplain complex causes complicated processes in river 

channel. Therefore, it demands reliable and accurate methods in research, which are 

capable to consider exclusive and non-linear relationships in river system. In the 

recent years, new approaches, relied on intelligence models of machine learning are 

proposed. Among them artificial neural networks (ANN) method is presently widely 

used in the data-driven modelling for non-linear system behaviour. This paper 

presents a review of artificial neural network models and numerous applications of 

ANNs in river channel processes research. 
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Introduction 
Harmonious and stable existence of humanity with environmental hydroecosystems is not 

possible without deep understanding of physical processes of the latter as well as without knowledge 

of regularities of its changes. Rivers are of the most dynamic constituents of such systems, so the 

changes are inevitable part of them. River channel processes is much complicated and exacerbated 

under the human impact. Often, anthropogenic factor becomes dominant, changing natural tendencies 
of evolution. 

The essence of river channel processes is the interrelations between water flow with channel and 

soil, which underlying it, and also in sediment migration which either appeared in channel from 
“outside” (tributaries inflow, catchment denudation etc.), or formed as a result of channel 

deformations (Makkaveev, 1955). That is why main fundamental knowledge of the river channel 

processes associated with amount and variability of sediment load, its transport mechanism, and in 
particular sediment runoff is one of the main factors of river channel processes (Chalov, 1979). 

Basically, the physical change of any watercourse can be manifested in erosion or deposition of 

sediments. There are numerous methods to determine and assess such processes however the main 

purpose of this paper is review of modern approaches in river channel evolution research, in particular 
modern techniques using artificial neural network models. According to the stated above the structure 

of this review is the following: in the next Section 2 brief statements of conventional methods of river 

channel processes assessment are given. Section 3 describes methodology of ANN and conventional 
ANN structures. The hybrid ANN models will be discussed in Section 4. In Sections 5 and 6 

application of neural network models for erosion and sediment assessment are given. Finally, 

conclusions are presented in the last Section 7. 

 

Conventional models in river channel research 

There are a quite huge amount of existing models for estimation of hydromorphological changes, 

erosion processes and sediment transport. These models have differences in the estimating processes, 
the number of data necessary for the model calibration and its further application. It is also determines 

the complexity of them. The choice of a model is guided by the purposes and tasks.  

In general, models fall into three main categories, depending on the physical processes simulated 
by the model, the model algorithms describing these processes and the data dependence of the model 

(Merritt et al., 2003): empirical or statistical; conceptual; physically-based. Often in research there is a 

mixture of modules from several categories mentioned above. 
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Empirical/statistical models are widely used because of their relatively simple structure and 

mathematical methods involved, and their ability to work with limited data (Zhu et al., 2007). They 

are based primarily on the analysis of observations and seek characterize response from these data 

(Wheater et al., 1993). In many cases conceptual models tend to include a general description of 
catchment processes without including the specific details of process interaction, which would require 

detailed catchment information (Sorooshian, 1991). Parameter values for conceptual models 

traditionally obtained through calibration against observed data (Abbott et al., 1986). Due to that, 
conceptual models tend to suffer from problems associated with the identifiability of their parameter 

values (Jakeman & Hornberger, 1993). Most of calibration techniques which are used for conceptual 

models are capable of finding only local optima at best. This type of models is considered as 
intermediate between empirical and physically-based (Beck, 1987).  Physically-based models are 

based on the solution of fundamental physical equations which describes stream flow and sediment as 

well as surrounding processes in catchment. Standard equations employed in such models are the 

equations of conservation of mass and momentum for flow and the equation of conservation of mass 
for sediment (Bennett, 1974). 

For most conventional models based on mathematical framework, the lack of understanding of 

physical processes is usually reimbursed by either simplifying the problem or incorporating a number 
of assumptions into the models. That is why many traditional models fail to simulate the complex 

behavior of river channel processes problems.   

 

Artificial neural networks 
Development of artificial neural networks was inspired by functioning of a human brain and its 

possibilities to process information. Despite the very feeble semblance to biological neural networks, 

ANN is a very powerful universal tool for solution of many tasks. Among the main valuable properties 
(Zaentsev, 1999) are: 

 Educability. If to choose one of the models of ANN, develop the network and perform the 

training algorithm, we can teach the network to solve a task. 

 Generalization ability. After training, network becomes not sensible to minor changes of input 

signals (noise) and gives correct result in output. 

 Ability to abstraction. If submit a network with several distorted input variables, the network 

is able to create the perfect image in output, which has never encountered before. 

The first fundamental concepts related to neural computing were developed in 1943 (McCulloch 

and Pitts, 1943). Research raised at the end of 80-s when Rumelhart et al. (1986) introduced the 

backpropagation (BP) training algorithm for feedforward ANN. 
Nowadays ANN is a broad term covering a large variety of network architectures, the most 

common of which is a multi-layer perceptron (MLP) (Bhattacharya et al., 2005). ANNs consist of a 

number artificial neurons or nodes. Each neuron is an independent computational unit. Usually these 
neurons arranged in layers: input layer, output layer and one or more hidden layers (Figure 1). Each 

layer of processing elements or nodes is fully connected to the proceeding layer by interconnection 

strengths, or weights.  
Network operation However for more than 40 years there were no significant interests in the 

application of ANN can be described as follows: given a set of input vectors and the associated target 

(output) vectors. The objective of ANN is to learn a functional relationship between the input vectors 

and the target vectors. Each target vector z is an unknown function f of the input vector x: 
 

                                     z = f (x)                                                     (1) 

 
The task of the network is to learn the function f. The network includes a set of parameters 

(weights vector). Such weights are varied to modify the function f' which are computed by the network 

and should be as close to the desired value as possible. Based on the training data the weight 
parameters are determined during training (calibration) process (Bhattacharya et al., 2005). 

ANN can be classified based on three main criteria: learning type; network architecture and 

optimization method. Learning or training is divided into supervised and unsupervised (Masters, 

1993). In supervised learning, the network is presented with an observed data set of model inputs and 
the corresponding (true) outputs. The actual output of the network is compared with the true output 
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and the error is calculated. According to this error connection weights between the model inputs and 

outputs is adjusted in order to reduce the error between the observed outputs and those predicted by 

the ANN. During the unsupervised learning no true outputs are given. The network itself adjusts the 

connection weights according to the input values. The idea of training in unsupervised networks is to 
cluster the input data into classes of similar features (Shahin et al., 2008).       

 

 
Figure 1. Structure of typical artificial neural network 

 
Network architecture is expressed in connection type and its geometry. Determination the 

network architecture is one of the most important and at the same time of the most difficult tasks in the 

model building process. Connection type represents the connections between nodes and can be divided 
into feedforward and feedback networks. In feedforward networks, the connections between nodes are 

only in the forward direction. In case of feedback networks, connections between nodes are in both 

forward and backward directions. The dominant number of existing ANN models in the field of water 

resources has feedforward type of connections (Maier & Dandy, 2000; ASCE, 2000a,b; Shahin et al., 
2008; Rezapour et al., 2010).  

As for the network geometry, it determines the number of nodes in the input layer, one or several 

hidden layers with a number of nodes each one and the number of nodes in the output layer. There is 
no unified approach for determination of optimal neural network geometry. It is generally achieved by 

fixing the number of layers and choosing the number of nodes in every layer. It has been shown that 

one hidden layer is sufficient to approximate any continuous function provided that sufficient 
connection weights are given (Hornik et al., 1989). However often in practice, many functions are 

difficult to approximate using a model with only one hidden layer (Flood & Kartam, 1994). Some 

researches stated that use of more than one hidden layer provides greater flexibility and allows to 

approximate complex functions with fever connection weights in many situations (Flood & Kartam, 
1994; Sarle, 1994; Ripley, 1994). 

The number of nodes in the input and output layers are restricted by the number of model inputs 

and outputs respectively. Concerning the number of hidden nodes, there is no distinct rule. The proper 
quantity usually determined based on a trial-and-error procedure. Generally, the more hidden nodes 

and layers, the more capabilities has the network, more non-linear relation can be between input-

output, and the more slowly it trained and process. Nevertheless, if the nodes are overmuch, the 
network can be overfitted and has poor generalization ability. Several approaches to find an optimum 

solution in determining of a number of hidden nodes, such as pruning algorithms (Karnin, 1990; 

Sietsma & Dow, 1991; Setiono, 1997) or constructive algorithms (Hirose et al., 1991; Chen et al., 

1997) are proposed. 
 

Optimization method defines the specificity of a training process - how to choose the correct 

values of network parameters (connection weights). The most commonly used for feedforward MLP 
neural network is the backpropagation algorithm, which is based on the method of steepest descent 

(Rumelhart et al., 1986). The goal of any training algorithm is to minimize the global error „E‟. The 

BP algorithm calculates „E‟ and distributes it backward from the output to the hidden and then to the 

input neurons. Using the steepest gradient principle, where the change in weight is directed towards 
the negative of the error gradient, does this.  

Another training scheme which is not as popular as BP however is able to ensure more optimum 

network configuration (ASCE, 2000a) is cascade correlation (CC). At the training process with such 



J. Int. Environmental Application & Science,  Vol. 10(4): 384-398 (2015) 

387 

algorithm the configuration of the network is not fixed. Hidden nodes are added one by one until the 

training termination criterion is reached. Convergence of an error is not achieved by transmitting it 

backward, but by maximizing the effect or correlation of the new hidden node‟s output on the residual 

error. 
Beside these training algorithms a number of global optimization methods, such as genetic 

algorithms (Goldberg, 1989) and simulated annealing (Kirkpatrick et al., 1983) were proposed and 

their implementation is becoming more frequent in water resources research. The advantage of these 
methods is that they are able to escape local minima in the error surface and, thus, able to find optimal 

or near optimal solutions. However, they also have a slow convergence rate. Ultimately, the model 

performance criteria, which are problem specific, will dictate which training algorithm is the most 
appropriate (Shahin et al., 2008). More detailed theoretical explanation of ANN can be found in 

(Wasserman, 1989; Zurada, 1992; Haykin, 1999). 

Having significant capabilities to overcome the problem of exclusive and the non-linear 

relationships ANNs are being widely applied in varies scientific areas, especially in applications 
involving precise estimation and forecasting. A lot of works in rivers research showed the best 

performance of ANNs in comparison to the conventional models and approaches. That is also proved 

by the increasing of a number of scientific publications for last two decades. 
Despite the good and accurate performance of ANNs, they have some weaknesses, the main of 

which are extrapolation ability and knowledge extraction. It is generally accepted that ANNs perform 

best when they do not extrapolate beyond the ranges of the data for which it was trained (Flood and 
Kartam, 1994; Tokar & Johnson, 1999). In many fields of hydrology and river morphology extreme 

values prediction is of high concern, such as flood forecasting, channel deformation assessment etc. 

That shortcoming of neural networks is needed to be solved and some propositions have already been 

done (Sudheer et al., 2003). 
Because of a limited ability of knowledge extraction ANNs are often considered as a “black box” 

models due to their lack of transparency as they do not consider nor explain the underlying physical 

process (Shahin et al., 2008). In contrast, a number of investigations were done in hydrologic 
engineering (Jain et al., 2004; Olden et al., 2004; Sudheer, 2005) which stated that the careful 

examination of the distributed information contained in the trained ANN can inform about the nature 

of the physical processes in a watershed captured by various components of the ANN model. 

 

Hybrid ANN models 

Despite popularity in application of ANN models in various directions in civil and environmental 

engineering, hydroecology, river morphology due to its essential advantages over conventional 
models, ANN has some shortcomings which sometimes deprives of its benefits. Researchers are trying 

to improve such models combining with different methods and algorithms, creating hybrid types of 

ANN. Several types of improved neural networks models are worth of attention. 
Adaptive neuro-fuzzy inference system (ANFIS). ANFIS is a combination of an adaptive ANN and a 

fuzzy inference system (FIS). It was first introduced by Jang (1993). A basic ANFIS structure is 

illustrated below (Figure 2). 

 
Figure 2. ANFIS network architecture (Bateni et al., 2007) 

 

The parameters of the FIS are determined by the neural network learning algorithms. During the 
learning procedure the set of “if-then” rules with appropriate membership functions (MF) is 
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constructed from the specified input-output pairs. ANFIS identifies a set of parameters through using 

of combination of two learning methods: gradient descent and least squared error method (Agil et al., 

2007). Gradient descent method aims to search in a stepwise fashion for the best values of the 

estimate. At each step it uses a linear approximation of the function and refines this approximation by 
successive corrections. The method of least squares assumes that the best-fit curve of a given type is 

the curve that has the minimal sum of the deviations squared (least square error) from a given set of 

data. 
There are two main approaches for fuzzy inference systems: approaches of Mamdani (Mamdani 

& Assilian, 1975) and Sugeno (Takagi & Sugeno, 1985). Sugeno‟s system is more compact and 

computationally efficient. In first-order Sugeno‟s system, a typical rule set with two fuzzy “if-then” 
rules can be expressed as follows: 

 

Rule 1 : If x is A1 and y is B1, then f1 = p1x + q1y + r1                              (2) 

 
Rule 2 : If x is A2 and y is B2, then f2 = p2x + q2y + r2                              (3) 

 

where A1 A2 and B1, B2 are the MF for inputs x and y, respectively, p1, q1, r1 and  p2, q2, r2 are the 
parameters of the output function. For example, if the bell-shaped MF is employed, μAi is given by: 

 

                                               (4) 
 

where ai, bi and ci are the parameters of the MF, governing the bell-shaped function accordingly. 

There are two adaptive layers in such ANFIS architecture (Fig. 2) – the first and the fourth layers. 
In the first layer three modifiable parameters {ai, bi, ci}, known as premise parameters, are settled. 

They related to the input MFs. In the fourth layer there are also three modifiable parameters {pi, qi, ri}, 

which are called consequent parameters. The task of the learning procedure is to tune all the 
modifiable parameters (premise and consequent), to make the ANFIS output match the training data. 

In the implementation of fuzzy logic, several types of membership functions can be used. More 

detailed description of ANFIS theory can be found in related literature (Jang, 1993; Jang et. al., 1997). 

The ANFIS is a universal approximator and as such is capable of approximating any real 
continuous function on a compact set to any degree of accuracy (Jang et al., 1997). The difference 

between the common neural network and the ANFIS is that, while the former captures the underlying 

dependency in the form of the trained connection weights, the latter does so by establishing the fuzzy 
language rules (Azamathulla et al., 2009). The fuzzy model is put in the framework of adaptive 

system, which helps to facilitate learning and adaptation. Such framework makes the ANFIS modeling 

more systematic and less reliant on expert knowledge. Moreover, neuro-fuzzy models in combination 
with ANN are able to facilitate the transparency of the latter which is important in application at fields 

related to earth sciences and water resources in particular. 

Recently, fuzzy logic has been successfully used in river channel research. The results showed 

that ANFIS can be used as good alternative to traditional methods and often shows a better 
performance than conventional ANN models. There are still not a wide range of works in application 

of ANFIS in this field (Kisi, 2003, 2005; Bateni et al., 2007; Lohani et al., 2007; Shu & Quadra, 2008; 

Kisi et al., 2009; Azamathulla et al., 2009; Cobaner et al., 2009; Rajaee et al., 2009, Kisi & Shiri, 
2012). Considerable researches of river sedimentation using a fuzzy logic were done by O. Kisi. 

Starting this his PhD research in modeling of suspended sediment yield in a river cross-sections (Kisi, 

2003), he continued implementation of neuro-fuzzy networks in estimation and prediction of 

suspended sediment concentration. Kisi (2005) investigated the abilities of neuro-fuzzy and ANN 
approaches to model the daily stream flow - suspended sediment load. He compared the performance 

of these models with conventional - sediment rating curve and multiple linear regression. Results 

indicated that the neuro-fuzzy model gave better estimation than the other techniques. Kisi et al. 
(2009) investigated the accuracy of a neuro-fuzzy technique in estimation of daily suspended sediment 

of rivers in Turkey and compared the results with different ANN models. Kisi and Shiri (2012) 

implemented several soft computing techniques, among which ANFIS, ANNs and genetic 
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programming (GP) to estimate daily suspended sediment concentration on river by using hydro-

meteorological data. Bateni et al. (2007) proposed alternative approaches for estimation of time-

dependent scour depth around piers. The performance of ANFIS and ANN models were compared 

with existing methods. The results showed a much more accurate estimation made by intelligent 
models (ANFIS and ANN). A usage of fuzzy logic for deriving stage-discharge-sediment 

concentration relationships was done by Lohani et al. (2007). Shu and Quadra (2008) applied ANFIS 

for analyzing regional flood frequency at un-gauged sites. The prediction of bed-load in rivers was 
also successfully done using ANFIS (Azamathulla et al., 2009). They recommended ANFIS model for 

computing bed-load transport rates, which provided much closer agreement with the measured values 

in comparison to existing equations. Cobaner et al. (2009) proposed an adaptive neuro-fuzzy approach 
to estimate suspended sediment concentration on rivers by climatic parameter (rainfall), stream flow 

and suspended sediment concentration data. The comparison results reveal that neuro-fuzzy models 

performed better than other models, among which tree types of ANN models and two different 

sediment rating curves (SRC). To the same conclusions came Rajaee et al. (2009) who examined 
neuro-fuzzy, ANN, multi linear regression (MLR) and SRC models. Comparison of the model‟s 

results indicated that the neuro-fuzzy model had more ability in predicting suspended sediment 

concentration in rivers. 
 

Artificial neural networks and genetic programming (ANN-GP). Genetic programming is an 

evolutionary algorithm based on the concepts of natural selection and genetics. It was introduced by 
Koza (1992). GP algorithms firstly define an objective function as a qualitative criterion. Further, this 

function is used for measurements and evaluation of different solutions in a step by step manner of 

structural correction until suitable solution is found. The main advantages of GP are that it can be 

applied to area where interrelationships among relevant variables are poorly understood; theoretical 
analysis is constrained by assumptions and therefore their solutions are of limited use; and when there 

is a large amount of data in computer readable forms requiring tedious processing (Banzhaf et al., 

1998).  
GP is a widely used machine learning technique. It uses a tree-like structure, as decision trees, to 

represent its concepts and its interpreter as a computer program. Rao (1996) found out that GP well 

suited to finding global optimum with high probability. The strong point also of GP technique among 

others is that it can produce explicit formulations – model expressions - of the relationship that rules 
the physical phenomenon. Based on such expressions it is possible to interpret the inherent physical 

essence of the observed processes. This enables a researches to evolve new interesting formulae, 

which can be useful in future studies. Besides, comprehensibility of GP models is also a way to reduce 
the risk of over-fitting in ANNs training process and improve generalization of resulting models. 

Successful combination of genetic programming and ANN can be found in several scientific 

works dedicated to river channel research (Minns, 2000; Kamp & Savenije, 2006; Guven & Gunal, 
2008; Elshorbagy et al., 2010a,b; Najafzadeh & Barani, 2011; Kisi et al., 2012a; Kisi & Shiri, 2012). 

GP technique in these works was mostly used for finding an optimal architecture of neural networks, 

in particular the best input variables to the model. Minns (2000) found that genetic programming may 

be used as a data-mining technique to discover usable relationships in measured or experimental data. 
He proved that superior performance of the ANN paradigm over traditional methods of data mining 

and analysis can also be claimed by GP, as it can supply a symbolic-algebraic relation between the 

measured data through a process of evolution and competition between all possible solution 
expressions. He stated for the hybrid approach, which uses the best characteristics of both ANNs and 

GPs, and can provide even more accurate solutions than just one approach on its own (Minns, 2000). 

Kamp and Savenije (2006) used GP to improve the results of the ANN by optimizing the original 
training set. Based on the optimal training set that was found by GP the authors trained the flow model 

again and improved the accuracy measured in root mean square error (RMSE) up to 39 %. Guven and 

Gunal (2008) used GP to choose an optimal structure for the proposed neural network in prediction of 

scour downstream of grade-control structures. Experimental investigation of the predictive capabilities 
of six different data driven modeling techniques in hydrology was done by Elshorbagy et al. 

(2010a,b). They implemented ANNs, GP, evolutionary polynomial regression (EPR), support vector 

machines (SVM), M5 model trees (M5), K-nearest neighbors (K-nn) and multiple linear regression 
(MLR) and found out that GP was the most successful technique due to its ability to adapt the model 
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complexity to the modeled data (Elshorbagy et al., 2010b). In their study Najafzadeh and Barani 

(2011) developed group method of data handling (GMDH) network using GP to predict the pier scour 

depth in bridges. It was found that although GMDH-GP model is very time-consuming and more 

complicated, this method provided a better prediction than GMDH model developed by typical for 
ANN back propagation algorithm. Application of GP gave positive results in river suspended sediment 

estimation (Kisi et al., 2012a; Kisi & Shiri, 2012). It was found that models based on GP performed 

better than ANNs, ANFIS, SVM and conventional methods. 
 

Wavelet artificial neural network (WANN). Wavelet transform of signals is a generalization of spectral 

analysis and is more effective method than Fourier transforms (Astafyeva, 1996). The basis of wavelet 
transform in general is implementation of two continuous, interdependent and integral in independent 

variable functions:  

 Wavelet-function (t), as psi-function of time with zero integral value, and frequency Fourier 

image (ω). This function, which is usually called as wavelet, is used to distinguish local 
signal peculiarities. As a wavelet the functions which are well localized in time- and frequency 

range are usually selected. 

 Scaling function  (t), as a phi-function with integral unit value, which performs signal rough 
approximation. 

Wavelet transform is a tool that cuts up data or functions or operators into different frequency 

components, and then studies each component with a resolution matched to its scale (Daubechies, 

1992). Figuratively speaking, it is possible to see both the forest and the trees. It is successful 

technique to detect characteristics of target time series and to detect localized phenomena in non-
stationary time series. This method is a powerful signal processing tool used in a time series analysis. 

As wavelet analysis provides information in both the time and frequency domains of the signal, it 

gives significant insight into the physical form of the data. 
From recently, there has been a growing interest in combination of ANN and wavelet analysis, as 

it was proved that wavelet transform has a positive influence on neural network models. Such 

combined model enables very accurate simulation and forecasting due to data representation at many 
different periods by wavelet transform (Wang & Ding, 2003). In some publications hybrid WAAN 

models in river research are proposed (Anctil & Tape, 2004; Cannas et al., 2005; Partal & Cigizoglu, 

2008; Rajaee, 2011). Anctil and Tape (2004) used a WANN model for rainfall-runoff forecasting. 

Using wavelet transform the time series was decomposed into three sub-series: short, intermediate and 
long wavelet periods. After that neural network models were trained for each separate sub-series and 

later forecasted decomposed signals were reconstructed into the original time series. Cannas et al. 

(2005) proposed a hybrid WANN model for monthly rainfall-runoff modeling in rivers of Italy. Partal 
and Cigizoglu (2008) developed WANN model for estimation and forecasting of daily suspended 

sediment load in rivers. The compared results with conventional ANN model and SRC method 

showed WANN model prediction is significantly superior. The peak sediment values and the 

cumulative sediment sum are closely approximated with the wavelet-ANN method. Another 
successful combination of wavelet analysis and ANN for sediment processes research in rivers was 

implemented by Rajaee (2011). He used a WANN model for daily suspended sediment load 

prediction. In proposed model the water discharge (Q) and suspended sediment load (SSL) signals 
were firstly decomposed into sub-signals with different scales in order to obtain temporal properties of 

the input time series. The decomposed Q and SSL time series were entered to the ANN model for 

prediction of SSL in one day ahead. This provided the improvement of conventional ANN method up 
on 46 %. The results of WANN model were also compared with the results of MLR and SRC models 

and it indicated that WANN model was able to predict SSL much more accurately. Furthermore, the 

results showed that proposed hybrid model could satisfactory simulate hysteresis phenomenon, 

estimate cumulative SSL and predict high SSL values. 
 

Artificial neural network with artificial bee colony algorithm (ANN-ABC): Another not only 

innovative and interesting but also effective example in river channel research of ANN development 
employed by Kisi et al. (2012b). They proposed hybrid model – combination of neural network 

approach and artificial bee colony algorithm. Such algorithm belongs to a class of methods which are 

called „swarm intelligence‟ and combine biological and social heuristic. The swarm intelligence based 



J. Int. Environmental Application & Science,  Vol. 10(4): 384-398 (2015) 

391 

on positive and negative feedbacks, adaptations to environment and decentralized relations between 

individuals. At a computational point of view swarm algorithms are stochastic search methods, in 

which effective combinations of new solution search and improvement of existing solutions are 

enclosed. Mentioned features helps to avoid earlier convergence in a local decision and find global 
optimum. The idea of such algorithms based on the statement, that each individual are in the space of 

searching of possible task solution. Swarm behavior characterized by the following features: 

autonomy, distribution functions and self-organization (Karaboga, 2005, Alatas, 2010). 
Algorithm of artificial bee colony (ABC) was developed by Karaboga (2005). It is an 

optimization algorithm which mimics the foraging behavior of honey bees. In the ABC algorithm each 

food source position corresponds to a possible solution to the problem optimization and the solutions 
are improved in the search cycle to find the global optimum. The algorithm is initialized by the 

random food source population and a cycle which consists of employed, onlookers and scout bees‟ 

phases is iterated until resulting criterion is satisfied. 

The ABC algorithm was used in training for calculating weights of the ANN model for suspended 
sediment estimation in rivers (Kisi et al., 2012b). In comparison to traditional back-propagation 

algorithm which is usually employed in ANN, the ABC algorithm can work with non-differentiable 

and discontinuous functions (Rojas, 1996). It is able to escape from local minima of multimodal 
surfaces due to its balanced exploration and exploitation capability. It was found that ANN-ABC 

model was able to produce better results than ANN, neural differential evolution (NDE), NF and SRC 

models in estimation of river suspended sediment. 
The examples of hybrid models revealed in this Section have demonstrated that combinations 

of techniques may be very useful and applicable. In many cases such combined techniques improved 

the models accuracy in estimation and forecast.  

 

Application of ANN models for analysis and estimation of channel erosion 

Inevitable part of evolution of any natural river channel is its morphological changes. Such 

reshaping of a channel is in general a reaction to flow changes. The influence of a man-made structure 
often may lead to significant scours in a non-distinctive river reaches. Accurate estimation and 

prediction of scour caused by any hydraulic engineering work is a critical and very important in many 

field of environmental and civil engineering. 

Scour affected by a number of physical parameters such as parameters of fluid, flow, sediment 
and structure geometry, as well as by a wide variety of non-physical variables like turbulent boundary 

layer and sediment transport mechanism. This makes the assessment of this phenomenon very 

complex. 
In general, three methods often used in estimation of a local scour: theoretical, experimental and 

numerical (Lee at al., 2007). Theoretical model of the scour depth often make a lot of assumptions to 

establish the related mathematical relationship. Besides that the parameters in the function have to be 
decided by the experimental data. Experimental models based on a numerous experimental studies 

which combine dimensional analysis with the experimental test of the model in the past. Such 

experimental relationships are often inadequate due to the large number of parameters affecting the 

scour. A number of numerical models also have been developed for scour estimation. They are based 
on flow physics and often fall in a specialist‟s area, but not readily available to the engineer.  

ANN models is a powerful tool to provide good solution for circumstances having complex 

system that may be poorly define or understood using mathematical equations. That is why more and 
more implementations of neural network models can be found in such a complex process as scour 

effected by the heavily anthropogenic impact such as bridge piers, piles, weirs, spillways etc. 

A number of scientific works showed useful application of ANN models in assessment of scour depth 
around bridge piers (Bateni et al., 2007; Lee et al., 2007; Kaya, 2010; Rahman et al., 2010; Najafzadeh 

& Barani, 2011). The characteristics of these, and several other models which will be discussed below, 

are given in Table 1. Bateni et al. (2007) employed ANNs and ANFIS to estimate the equilibrium and 

time-dependent scour depth. Experimental data was used as input in two combinations: original and 
non-dimensional data set. Raw data produced better results than transformed. They compared the 

results with traditional approaches and found intelligence models are much superior. Lee et al. (2007) 

employed back-propagation neural networks trained on a field data. They choose five non-dimensional 
parameters to forecast the normalized scour depth. The comparisons between proposed neural model 
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and several conventional expressions found that ANN model has good ability of forecasting the scour 

depth and gave more accurate results. More than 380 local scour measurements at 56 bridges in various 

rivers of USA were collected to develop ANN model for estimation of scour in research of Kaya 

(2010). Starting with 14 variables in the input layer, 4 inputs which have the main influence, namely – 
pier width and skew, flow depth and velocity, were chosen. The results reveal that local scour depth 

can be estimated with a rather appropriate accuracy, with R
2
 of 0.81. Further live-bed scour and clear-

water scour were assessed. Having a poor prediction ability of clear-water pier scour, due to absence of 
peak scour depth occurring under given conditions, the ANN model was able to accurately estimate 

pier scour depth for live-bed conditions. Rahman et al. (2010) applied several types of neural network 

models with single hidden layer and multiple hidden layers for estimation of scour around bridge piers 
with bed sill. Experimental tests were conducted under different flow conditions, distances between 

piers and bed sill. Authors also employed ordinary krigin and inverse distance weighting models. It 

was found that the ANN with two hidden layers was the optimum model to predict scour depth. 

Najafzadeh and Barani (2011) developed group method of data handling (GMDH) network using 
conventional for ANN back-propagation algorithm and genetic programming to predict the pier scour 

depth in bridges. They found such intelligence models can be successfully used for prediction the pier 

scour, which was also proved by comparison with traditional equations. The sensitive analysis 
indicated that non-dimensional parameter of pier diameter to flow depth (D/y) is the most important 

parameter in the modeling of scour depth.  The attempt to estimate both scour depth and width using 

one network was done by Khosronejad et al. (2003). They tried two different ANNs – Model types: 
MLP/BP – multi layer perceptron based on back propagation algorithm; MLP/CC – multi layer 

perceptron based on cascade correlation algorithm; RBF/OLS – radial basis function based on 

orthogonal least-squares algorithm; ANFIS – adaptive neuro-fuzzy inference system; GP – genetic 

programming; GMDH/BP – group method of data handling network based on back propagation 
algorithm; GMDH/BP – group method of data handling network based on genetic programming.    

 

Table 1. Characteristics of ANN models for erosion estimation 

Reference Erosion type Model type 
Independent 

variables 

Dependent 

variables 

Data used for 

model training 

and calibration 

Model accuracy 

in R (R
2
) between 

observed and 

predicted data 

Azmathullah 

et al., 2006 

Scour below 

spillways 

MLP/BP 

MLP/CC 

q, H  s Field data R = 0.92 

R = 0.90 

Bateni et al., 

2007 

Scour around 

bridge piers 

 

MLP/BP 

RBF/OLS 

ANFIS 

Y, U, Uc, d50, 

D 

 

s Experimental 

data 

R2 = 0.99 

R2 = 0.84 

R2 = 0.94 

Lee et al., 

2007 

Scour around 

bridge piers 

MLP/BP 

 

U/Uc, U/√gY, 

Y/D, D50/D, σ 

s/D Field data,  

1966-1993 

R = 0.96 

Guven and 

Gunal, 2008 

Scour down-

stream grade-
control 

structures 

MLP/BP+GP b/z, h/H, A50, 

d90/d50, b/B 

s/z Experimental 

data 

R = 0.94 

Kaya, 2010  Scour around 

bridge piers 

MLP/BP 

 

θ, D, U, Y s Field data R2 = 0.81 

Rahman et al., 

2010 

Scour around 

bridge piers 

MLP/? g, U, ρw, ρs, q, 

B, d50, r, D* 

s Experimental 

data 

R2 = 0.93-0.99 

(8 experimental 

cases) 

Najafzadeh & 

Barani, 2011 

Scour around 

bridge piers 

GMDH/BP 

GMDH/GP 

Fr, D/Y, d50/Y, 

Re, σ 

s/Y Experimental 

data 

R = 0.89 

R = 0.93 

 
Variables: s – scour depth; q – flow discharge per unit; H – drop between upstream water level and tail 

water level; Y – flow depth; U – mean velocity; Uc – critical velocity; di – bed grain size for which i% of sampled 

particles are finer; D – pier diameter; g – gravitational acceleration; σ – geometric standard deviation of the 

grain size distribution; b – weir width; z – fall high; h – tail water depth; B – channel width; θ – pier skew; ρw – 

flow density; ρs – particle density; r – arc distance of the circular sill; D* - sill diameter; Fr – Froude number; 

Re – Reynolds number.  
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Multilayer perceptron with different learning rules and radial basis functions and found that a 

network with two output neurons – scour depth and width – was not able to provide desired mapping. 

Using to networks each with one output neurons can estimate depth and width of scour correctly. It 

was demonstrated that the designed neural networks could intelligently model nonlinear relationships 
between input parameters – such as wave height, water depth, maximum flow velocity, maximum 

shear velocity, wave period and Shields parameters; and output parameters – scour depth and width 

with high accuracy. 
Estimation of scour below spillways with the help of neural networks was successfully done in 

Azmathullah et al. (2006). Both network models, with back-propagation and cascade correlation 

algorithms gave much superior accuracy than traditional formulae, with the correlation coefficient of 
predicted and observed results of 0.92 and 0.90 respectively.  

Guven and Gunal (2008) proposed alternative method to the conventional nonlinear regression 

approaches for erosion process prediction downstream of grade-control structures. Using neural 

network model they obtained an explicit expression for prediction of maximum scour depth. 
Performed estimations by such model were much better than those of conventional nonlinear 

regression equations. 

Stated above prove that using such intelligence models can be very useful and necessary in 
research of erosion processes in rivers. Even such a complex and multifactor phenomena as scour 

caused by artificial structures can be accurately estimated and predicted with the help of neural 

network models.    
 

Application of ANN models in sediment transport and river sedimentation 

Sediment transport is an essential part of river channel processes. Due to changes of a sediment 

balance in stream flow, channel may response in morphological transformations sometimes on a very 
large scale. It is essential to understand the principals of sediment transport in many fields one way or 

another related to river systems. Precise estimation of sediment in river is of high importance in water 

resources and hydraulic engineering, hydropower, sanitary engineering, fishery, recreation and 
scientific interests. 

Motivated by successful implementation in a modeling of a complex, nonlinear system behavior 

in a broad range of area, artificial neural networks have been used in research of river sediment 

transport. A number of scientific publications demonstrate successful application examples of useful 
and reliable ANN models proposed for estimation and prediction of bed-load and suspended sediments 

load in rivers. In such models the former was usually assessed by the various parameters of flow, 

sediment characteristic and channel morphology data (Bhattacharya et al., 2007a,b; Caamano et al., 
2006; Arrifin et al., 2008; Azamathulla et al., 2009; Sasal et al., 2009), while the later – mostly by the 

water discharge and existed data concerning suspended sediment concentration (Cigizoglu & Kisi, 

2006; Cigizoglu & Alp, 2006; Partal & Cigizoglu, 2008; Rajaee et al., 2009; Kisi, 2010; Rajaee, 2011; 
Kisi et al., 2012a,b). In several publications river suspended sediment estimation has been carried out 

using additionally climatic variables (Zhu et al., 2007; Alp & Cigizoglu, 2007; Cobaner et al., 2009; 

Kisi & Shiri, 2012). 

Bhattacharya et al. (2005) proposed a model to predict total sediment transport based on ANNs. 
This model outperformed conventional models of Van Rijn and Engelund-Hansen both for flume and 

field data estimation. Advantages in predictive accuracy of intelligence models in comparison to 

conventional methods in sediment transport were also shown in the work of the same group of authors 
(Bhattacharya et al., 2007a). Caamano et al. (2006) employed a simple neuron network which 

provided appropriate results in bed-load sediment transport by using just 4 input parameters: grain 

Froude and Reynolds numbers, characteristics of the particle size distribution of the transport sediment 
and relative roughness. Even less input parameters were used in neural network to successfully predict 

bed-load transport in a different channel types, including sand-bed and gravel-bed rivers (Sasal et al., 

2009). As input variables in network only dimensionless particle diameter D* and transport stage 

velocity T were sufficient in accurate prediction. Arrifin et al. (2008) used general regression neural 
network for development sediment transport model applicable both for natural and artificial channels. 

They used almost half of thousand hydraulic and sediment field data extracted from various rivers in 

Malaysia and USA and a data from irrigation canal in Pakistan for model development, testing and 
validation. The results showed that proposed model predicts more accurately sediment transport for 
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local and foreign rivers than presently available methods. The prediction of river bed-load was also 

successfully done using ANFIS (Azamathulla et al., 2009). These authors recommended ANFIS 

model for computing bed-load transport rates in moderately sized rivers, which provided much closer 

agreement with the measured values in comparison to existing equations. 
Cigizoglu and Alp (2006) used only flow data to estimate daily suspended sediment. They found 

the best accuracy (with determination coefficient of 0.96) using as inputs the flow data for a time 

period of three days (Qt, Qt-1 and Qt-2). Partal and Cigizoglu (2008) developed ANN and WANN 
model for estimation and forecasting of daily suspended sediment load in rivers. They manipulated 

with different time combinations of water discharge and suspended sediment data measured in 

upstream and downstream gauging station to estimate suspended sediments. The compared results 
with conventional ANN model and SRC method showed to be WANN model prediction significantly 

superior. The peak sediment values and the cumulative sediment sum are closely approximated with 

the wavelet-ANN method. The combinations of flow data and suspended sediment concentration for 

different time period were also tested as inputs parameters by Rajaee et al. (2009) who examined 
neuro-fuzzy, ANN, multi linear regression (MLR) and SRC models in simulation of daily suspended 

sediment concentration. Comparison of the model‟s results indicated that the neuro-fuzzy model had 

more ability in predicting suspended sediment concentration in rivers. Later Rajaee developed WANN 
model for daily suspended sediment load prediction (Rajaee, 2011). In the proposed model the water 

discharge (Q) and suspended sediment load (SSL) signals were firstly decomposed into sub-signals 

with different scales in order to obtain temporal properties of the input time series. The decomposed 
water discharge and suspended sediment load time series by wavelet analysis were entered to the ANN 

model for prediction of SSL in one day ahead. This provided the improvement of conventional ANN 

method up on 46 %. The results of WANN model were also compared with the results of MLR and 

SRC models and it indicated that WANN model was able to accurately predict SSL. Moreover, such 
hybrid model could satisfactory simulate hysteresis phenomenon, estimate cumulative SSL and predict 

high SSL values. Significant contribution in suspended sediment modeling was done by Kisi (Kisi, 

2010; Kisi et al., 2012a, b) who used various soft computing techniques to develop robust models. 
River sediment transport is a very complicated process governed by a number of factors. Despite 

such complexity, artificial neural networks which are imitates in certain aspects a human brain 

functioning are capable to understand a very complex phenomena. That is why it gained popularity 

among researches to develop neural network models in estimation and prediction of sediment 
transport. The above stated examples showed superiority of ANN models over conventional methods. 

 

Conclusions 
Any interaction with river system requires detailed consideration of channel evolution. The 

complexity of physical processes occurs not only within channel-floodplain complex, but as well in 

catchment causes complicated processes in river channel evolution. Many traditional methods and 
approaches are not able to satisfactory analyze the main principals of erosion and sediment processes. 

This has motivated researches to develop alternative methods. Complicated non-linear relations and 

physical essence of such processes induced developers to seek a solution directly in complex creations 

of nature. For the basis was taken a functioning of a human brain, what have led to the development of 
intelligence models based on artificial neural networks. Such models are fast teachable on examples 

without necessity of simplification or assumption in the problem. They have great generalization and 

abstraction abilities. It enables to receive a precious result even if to provide a network with several 
distorted input variables. The computations of the components are independent, what makes ANNs 

parallel computational models. Such networks are able to overcome the stochastic nature of river 

channel evolution. From recently, new approaches, relied on intelligence models are proposed. The 
main attention in this paper was focused on a review of artificial neural network models and its 

applications in river channel research. Such models proved themselves as accurate and robust in 

analysis of river erosion and sediment transport. They may serve as a reliable tool for channel 

evolution research. Besides conventional neural network models, hybrid models such as adaptive 
neuro-fuzzy inference system (ANFIS), ANN developed with genetic programming (ANN-GP), 

wavelet artificial neural networks (WANN) and artificial neural network with artificial bee colony 

algorithm (ANN-ABC) were considered. In many cases such combinations of techniques improved the 
models accuracy in estimation and forecast. It was found that intelligence models are more robust and 
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precise in comparison to traditional models, and capable to understand complex substance of river 

channel processes. 
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