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Hartley-Ross type unbiased estimators using the
stratified random sampling

Hatice Oncel Cekim*! and Cem Kadilar?

Abstract

This study mentions Hartley-Ross type unbiased ratio estimators of
the finite population mean in the stratified random sampling using the
auxiliary variable. We propose the unbiased estimators using the esti-
mators in Kadilar and Cingi [5],[6]. We derive the variance equations,
up to the first degree of approximation, for all proposed estimators.
The proposed estimators have been compared with the mentioned esti-
mators in theory. Finally, we also demonstrate theoretical findings by
the support of numerical illustrations.
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1. Introduction and Notations

In the simple random sampling, Hartley and Ross [3] firstly defined the unbiased ratio
estimator. Then, the unbiased ratio estimators in the stratified random sampling were
presented by Pascual [10]. Singh et al. [11] and Kadilar and Cekim [4] proposed Hartley-
Ross type unbiased estimators for the simple random sampling using various auxiliary
information. Recently, Khan and Shabbir [7], [8] and Khan et al. [9] have also suggested
several Hartley-Ross type unbiased estimators under the ranked set sampling and the
stratified ranked set sampling.

A finite population U = (Ui, Us, ..., Un) of size N is assumed that the population of
N units be divided into L strata with N} elements in the h—th stratum (h = 1,2, ..., L).
Let ny, be the size of the sample drawn by using the Simple Random Sampling without
Replacement from a population of size Nj. Suppose that values ypn; and zp; be on the
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study and auxiliary variables in the stratum h, respectively, where ¢ = 1,2, ...,nj. Let
MNh Mh
the h—th stratum sample means be 3, = ﬁ > yni and Ty, = ﬁ > Zns, respectively.
i=1 i=1
L
Let the stratified mean estimator for y and x be , respectively, 5, = > W4y, and
h=1

L
Toe = ., WiTn. Here Wi = (N /N) is the known stratum weight. The population
h=1

. L _
means of the study and auxiliary variables are supposed that Y =Y = >, WY} and
h=1

— L — _ Np _ Nn
X =Xoa= 3 WiXn, where Yy = - 3 Yhi and Xp = 5~ > Xhi, respectively.
h=1 =1 i=1

The well-known ratio estimator of the population mean, Y, is given by Cochran [1] as

(1.1) yor = 2X.
xr

Hartley and Ross [3] consider this ratio estimator of the population mean proposed by
Cochran [1] as

(1.2) Yyc2 :FY,

where 7 =

[IINgE!

ri, 7 = Y. Later, the bias of this estimator is estimated unbiasedly by
i=1 K

1
Hartley and Ross [3] as

n(N —1)

B(ycz) = “Nn-1) y-77)

and they obtain the unbiased ratio estimator

— n(N-1) _ _ _
1.3 =7X 4+ (-
(1.3) YHR =T +N(n_1)(y T T)
for the population mean in the simple random sampling.
Kadilar and Cingi [5], [6] define some estimators using the coefficient of kurtosis (32)
and the coefficient of variation (C;) of the auxiliary variable under the stratified random
sampling as

— Ysit + Ca:st
1.4 tm, = bl LU
( ) ! Yat Tst + Czst

— yst + 5251&(1')

(1.5) ty = Ty Tt Bon(@)

— - (YﬁQ(z))St + C;vst
(1.6) ts = Yy @Ba(2))., + Cone ,
(1.7) = (KCa)y t Poua)

Yt (@Cy),, + Paue ()



and

(1.8) ts = k2t X,
Tst

where

Cacst = Z thlhy ﬂQet Z Wh/32h

h=1
L
(XBa(x)),, = D WiXnfan(z), (@ha(x ZthhﬁQh()
h=1 h=1
L
(XC.),, = ZWhXhsz (TCa)yy = Y WiZnCon,
h=1 h=1

and k is a constant that makes the mean squared error (MSE) of ¢5 minimum.
The biases of the estimators, in (1.4)-(1.8), are obtained, to the first degree of approx-
imation, respectively, as follows:

1 Y, )
B(t;) = o [Z Win (Xst_ 82, — Syxh)] ,j=1,2,3,4
J J

h=1

and
B(ts) = (k—1)Y + ? ZWmh <: 2h— ksyzh)] :
such that
2 1 all T2 Q2 1 e < \2
Syn = Ny 1 ;(yhi =Yh), Sen = N1 ;(mhz —Xn)%
Np
o 1 - - . Nh — Np
Syzh = Ny 1 ;(yhz Yin)(zhi — Xp) and vy, = N
where
XSI = Yst + Car;st; XSQ = Yst + BQst(l’),

Xs3 (XBa(2)) ,, + Cast and Xs4 = (XCs) , + Bast(2).
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2. Proposed Estimators

We improve Hartley-Ross estimators using the proposed estimators by Kadilar and
Cingi [5], [6] with their unbiased biases, and in this way, we obtain the following estima-
tors:

_ = Xs1
yNewl ySt fst + Czst
1 L —
(21) - W}?’yh < Yst th - Syzh) 5
Xs1 | = Xs1
_ Xs2
YNew?2 -

Yst Tst + BQst (33)

L _
(2.2) —%m hZﬂWf% (%Sih - Syzh>] ,
_ Xss
YNewd = ystm
1 SN, Yst 2
(2.3) o Lzl Wi <X53 Sz, — symh)] ,
Xs4

YNew4 -

Vst @), + Pant ()

L
1 2 Yst o2
2.4 e [ W (L2, sy ) |
( ) XS4 |: hYh <XS4Szh Sy h):|

h=1

and

8l|<

L
— 1 7
2.5 cws = k=X — (k- 1)y, — = W%(:tsi —k,ﬂ) ,
(2.5)  Ynews = (k=17 XL; w5 San — ksyan

where 7, and sy, are unbiased estimators of Y; and Sy, respectively.
To obtain the variance of the suggested estimators, we define

L L
Yor = ?(1 + ’l9())7 Tst = Y(l + ’l91)7 and Z W;%'yhsyzh = Z W;?fthyz(l + 192)
h=1 h=1

such that
EWo) = EW)=E®)=0,
EWG) = Voa, E(W]) = V2o, E(3)= Do,
E(’ﬂo'&l) = V1,17 E(’l90’l92) = Doﬁl and E(191192) = Dl,o,
where

T )

= S e L =) = V)
Pyt XY



SR Sy T et
Wwrts yzh Wrtsarts v s
b h2=31 h Yh (Wmh(w%_sgwh)) h; o Th Hi2nM21n
TS T . I 2 (’r+s) I
XY (Z Wh'thyzh)
h=1
and
1 Np
Hkh = m Z(th - Yh)J(Xhi - Xh)kv h=1,2,.. L.
=1

We express the proposed estimators ynewi, @ = 1,2, ...,5 with regard to ¥'’s as:

YNewl = ?(1+190) (1—'—&'[91)_1

: [Z Wi <”}7Z’“)S§h — Syen (14 02))} ,

X h=1
Ynew2 = Y(1+90)(1+091)""
1 Y1+ 1) o )
Wi — 250 — Syzn (1 4+ ,
ng LZ1 h’Yh( Xog h yah ( 2)
YNew3 = ?(1+190) (1+S0’[91)71
1 [& Y(1+ 90)
2 0 2
_ 2\ T 7Y _ © 1 ,
X |:};Wh7h< Xos Szh — Syah ( +192))}
YNews = Y (1+90)(1+wdi)™!
1 [& Y (1 +9)
2 0) o2
XS4 |:; Wh’}/h ( XS4 th Syzh (1 +'192)>:| ;
and
YNews = k?(1+190)(1+191)_1 - (k‘— 1)?(1—"190)
L
-= Z h’Yh Rszh (1+9Y0) — kSyzn (14+92)) |,
X i
where
a = YSt 5 — YSt SO — (Y/Bz(m))st and w = (YCz)st
Xs1 ' Xs2 ' Xs3 ’ Xsa

In this way, we obtain the variance equations of the proposed estimators that are given
n (2.1)-(2.5), respectively, as follows:



Sj

. _ 2
— 1 Y SZ
V (ynew;) = V2 A + X2 |:Z Wi ( Xsl‘h _Syzh):|
h=1 7

— reL
27 YSM .
(2.6) *ij ;Wh')’h ( X, Ap — SythG) ,1=1,2,3,4
and
L 2
V(yvews) = Y A t= Z Wiian (RSzn — kSyan)
L
—2R | Y Wiy (RS2 (Ao + k(1 — k) Vayo)
h=1
(2.7) —kSyan (Bo + k (1 — k) V2,0))],
where
Y
Ag = Voo +60°Voo—20Vi1, R= <
and

By =—0Vi1+Do1—60D1o+0°Vay, 0=a, 8, ¢, wand k.

Note that the term of ~; is ignored, because it is equal to approximately zero. For
minimizing the variance, given in (2.7), we obtain the optimum value of k by

A
(28) kopt - ﬁ,
where
L L
A= Vit {Z Wisd RS20 Syon + 3 S Wi W R (S20Syet + 5205y01))
h—1 h=1 t=1
L
Z v Rszh (—2V1,1 + Vo) — SythO,l):|
h=1
and
1 [& ’
II = ?2‘/2,0+j2 ZWF?'YhSth
X =

L
+2RZ W}%’Yhsyzh(_Dl,O — Vi1 + Vap).
h=1

Replacing this optimum value in (2.7), to make the V (ynews) minimum, we get

~ A?
(29) Vinin (yNewS) =T — i,
where
L L 2
I'=Vpo |V —2R? ZWh'Yh h +)T ZWh,YhSCEh:| .
h=1




3. Efficiency Comparisons

In this section, we compare proposed unbiased estimators given in (2.1)-(2.5), with
the mentioned estimators, given in (1.4)-(1.8). Firstly, comparing the variance of the
proposed estimators in (2.6) with the MSE of the estimators given in Kadilar and Cingi
[5], we have the following inequality

V (YNewj) < MSE(t;) = 72149, where 0 = «, 8, p, wand j =1,2,3,4,

if
—r _
2Y 2 YS2,
— Wiin (7“3 Ag — SyznBa
Xs; {; " Xs; v
L . 2
1 N Y S2, )
(3.1) + =5 Wi vn ( 2 — Syzh <0, j=1,23,4.
X3, ; Xsj !

Secondly, comparing the variance of the proposed estimator in (2.7) with the MSE of the
estimators given in Kadilar and Cingi [6], we have

V (ynews) < MSE(ts) = Y {k*QC (k- 1)2} ,

where
C =Vao—2Vig+ Voo and 0 = k,
if
V2 [k72C — (k* — 1)? + Ag]
—2R {i Wiy (RS2, (Ao + k (1 — k) Va,0)
(3.2) "

—kSyan (Bo + k (1 — k) Va,0))]

L 2
. [h; Wen (RS%, — kSyen)| < 0.

Finally, we also compare the minimum variance of the proposed estimator in (2.9) with
the minimum MSE of the estimators given in Kadilar and Cingi [6]. For this reason, it
can be written as

! C
Vmin (yNewB) < MSEmm(tS) = Yziiz
c+Y

if

A? —
(3.3) {r - 7] -y 072 <0,

I C+Y
where the optimum value of k™ is

. Y’
kopt = — -
c+Y

If the conditions (3.1)-(3.3) are satisfied, the proposed estimators are more efficient than
the mentioned estimators ¢;, ¢ = 1,2, ..., 5, under the determined conditions.
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4. Empirical Study

To show the merits of the proposed estimators among the other estimators, two data
sets previously used by Kadilar and Cingi [5] and Cingi et al. [2] are considered. First
data set consists of 854 districts in Turkey. Summaries of the Population I are shown in
Table 1.

Population I (Source: Institute of Statistics, Republic of Turkey [5]):

Y; the apple production amount in 1999, X; the number of apple trees in 1999. Stratum:
Regions in Turkey (as 1: Marmara; 2: Aegean; 3: Mediterranean; 4: Central Anatolia;
5: Black Sea; 6: East and Southeast Anatolia).

Table 1. Descriptive Statistics for the Population I

Stratum | 1 2 3 4 5 6

Ny, 106 106 94 171 204 173

nh 9 17 38 67 7 2

Wh 0.12 0.12 0.11 0.20 0.24 0.20

Y 1536.77  2212.59  9384.31 5588.01 966.96 404.40
X5 24375.59 27421.70 72409.95  74365.68  26441.72 9843.83
Cyn 2.02 2.10 2.22 3.84 1.72 1.91
Bon(z) | 26.68 34.57 26.14 97.6 27.47 28.11
Syn 6425.09  11551.53 29907.48  28643.42  2389.77  945.75
Szh 49189.08 57461.62 160757.31 285603.13 45402.78 18793.95

Second data set consists of 923 districts in Turkey. Similarly, summaries of the Popula-
tion IT are shown in Table 2.

Population II (Source: Ministry of Education, Republic of Turkey [2]):

Y'; the number of students in 2007, X; the number of schools in 2007. Stratum: Regions
in Turkey (as 1: Marmara; 2: Aegean; 3: Mediterranean; 4: Central Anatolia; 5: Black
Sea; 6: East and Southeast Anatolia).

Table 2. Descriptive Statistics for the Population IT

Stratum | 1 2 3 4 5 6

Ny, 127 117 103 170 205 201

nh 31 21 29 38 22 39

Wi, 0,14 0,13 0,11 0,18 0,22 0,22

Y 20804.59 9211.79  14309.30 9478.85  5569.95 12997.59
X 30.81 30.29 43.19 30.21 29.50 57.54
Cah 0.85 0.83 1.09 1.01 0.99 0.84

Bon (x) 2.51 2.09 8.42 3.49 4.07 8.2

Syh 30486.75 15180.77 27549.70 18218.93 8497.78 23094.14
Szh 26.05 25.08 47.12 30.40 29.33 48.26

The sample sizes of each stratum are selected with the help of the Neyman allocation
method for two data sets. From Table 3, we infer that proposed estimators have the
smaller MSE values than the corresponding estimators in literature, and therefore, the
proposed estimators are more efficient than the estimators existed in literature for two
population data sets I and II.
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Table 3. MSE and Variance values of t; and ynew; ratio estimators

Population I

Estimators MSFE Estimators Var

t1 213983.25 | YNew1 191806.32
to 214105.63 | ynew2 191936.66
ts 213976.29 | yNews 191798.91
t4 214023.46 | yNew4 191849.14
ts 208772.05 | YnNews 184456.47

Population II
Estimators MSE Estimators Var

t 814512.10 | yNewl 806132.37
12 852070.00 | yNew2 844601.86
t3 807570.20 | ynNews 799000.85
ta 806065.00 | yNewa 797453.31
ts 801131.20 | yNews 747600.45

5. Conclusion

In this article, we study on the estimators given by Kadilar and Cingi [5], [6] to obtain
the unbiased estimation of the population mean in the stratified random sampling. Both
the theoretical and empirical results show that the suggested unbiased estimators have
smaller variance values than the compared estimators under the determined conditions.
Moreover, the results in Table 3 clearly indicate that the suggested estimator of ynews
is the best estimator for the data sets used in Section 4.
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