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Abstract:In our paper, we try to investigate the main dateants of Turkish business cycles.
Having examined some important issues of interestuisiness cycle theory, we estimate the
business cycle stylized facts for the Turkish ecopand compare the estimation results
obtained in this paper to some benchmark papersechim business cycle literature. All in
all, our estimation results give support to the am@nce of supply side models in explaining
Turkish business cycles in line with contemporarsi®aal Business Cycle Theory.
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Models

Turk Is Cevrimleri Uzerine Bir Deneme

Ozet:Calismamizda, Tirk i¢ cevrimlerinin blaca belirleyicileri aratirilmaya calgilmaktadir.
Is cevrim kuramlarinin 6nemli bulunan bazi dzellikegiklandiktan sonra Tiirkiye ekonomisi
Uzerine bir deneme gerceltigiimis ve elde edilen tahmin sonuclar iktisat yazinimgla
cevrim kuramlarinin okumunu ortaya koyan klaca calgmalarda elde edilen tahmin
sonugclar ile kanlastinlmistir. Sonug olarak, tahmin bulgularimiz ggas reel § ¢cevrim
kuramini destekler nitelikte sonuglar Gregmrirk i¢ ¢evrimlerini aciklamaya yonelik arz-
yonli olusturulacak kuramsal ve uygulama icerikli gatalarin 6nemi vurgulanstir.

Anahtar Kelimeler: Is Cevrimleri, Tiirkiye Ekonomisi, Terscevrimsel Fiat Arz-Yanli
Modeller

INTRODUCTION

Revealing the main determinants of business cyobege been of great
importance in assessimx-anteformation andex-postrealization processes
of economic policies especially in such an econdimgt has severely
undergone fluctuations and structural (policy) keegesulted in economic
crisis phenomenon by the last 20 years such asisfudconomy. In this

sense, that the policy makers have to determineexttent to which their

policy decisions would affect the course of maircroaconomic indicators,
e.g., real income growth path, prices, and extebadénce, have serious
consequences to guide policy actions using varimgruments for

stabilization purposes.

Considering an economics policy perspective, is tespect, decomposing
the business cycles into their non-stationary Itarg: trend and stationary
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short-term cycle components between a peak anaughrof aggregate
economic activity and estimating the correlations structural dynamic
interactions between the latter type stationarypaments would easily help
researchers cover both classical cycles and grewtles and determine
which kind of policies to be implemented so as ttaia ex-antespecified

policy targets and to examine whether the effeftstabilization policies
would be permanent or transitory which also lealicpanakers to decide
whether to respond at all and how to respond tadibirbance occured in
the economy (Dornbusch and Fischer, 1994: 450).

Following Cashin and Ouliaris (2001), we can defaiassical cycles or
cyclical movements in trend-unadjusted output, tgamatched by the
classical study of Burns and Mitchell (1946) in eomics literature, as the
movements in actual economic time series which ramrrent but not
periodic, i.e., the identification of recessiong@nitactions and revivals
which merge into the expansion phase of the nexedy the absolute level
of aggregate economic activity. This approach é&lpminant particularly in
the studies of the National Bureau of Economic Rede(NBER) using US
historical data concentrating on timing and othgpests of non-seasonal
fluctuations in series between groups of leadirginadent, and lagging
indicators that in many cases show pronounced feng-trends (Zarnowitz
and Ataman, 2002). On the other side, the growthlecyor cyclical
movement in trend-adjusted output refers to theiadiems in economic
activity from a long-term trend, so that growth ampions (growth
contractions) are described as periods when thetignate is above (below)
the long-term trend rate of growth in aggregateneadic activity (Stock and
Watson, 1998; and Zarnowitz and Ataman, 2002). AxkSand Watson
emphasize, in such a distinction between classical growth cycles,
whereas classical cycles tend to have recessiahgté considerably shorter
than expansions because of underlying trend grogvthwth recessions and
expansions have approximately the same duration.

Such an analysis would enable us to assess thaiedigess of discretionary
or rule-based stabilization policies in affectirge tcourse of boom-bust
cycles in the economy yielding also possible tinmagsl in policy
implementation process (Alu 2001: 61). Considering contemporaneous
economics literature, for the last two decades tweack papers for business

! Lucas (1977: 9) attributes business cycles tontbgements about trend of gross national
product in the sense that these movements do rubiexiniformity of either period or
amplitude, which is to say, they do not resemble deterministic wave motions which
sometimes arise in the natural sciences, but cavebalescribed by stochastically distributed
difference equations. In line with Lucas, FioritedaKollintzas (1994: 237) and Serletis and
Krause (1996: 49) define growth of a variable asihoothed trend and the cycle components
of a variable as the deviation of the actual vahfate variable from the smoothed trend.
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cycles come especially from the pioneers of redairmss cycle (RBC)
school, yielding stochastic dynamic general equiip models cabaple of
generating artifical data (Fiorito and Kollintzak994: 236) and viewing
aggregate economic variables as the outcomes oflébisions made by
many individual agents to maximize their utility bgect to production
possibilities and resource constraints of whichidoasodel of economic
dynamics is the neoclassical model of capital acdation (Plosser, 1989:
53-54) and by which model constructing process ctoriee widely used as
laboratories for policy analysis otherwise givea tifficulties to experiment
within actual economies (Rebelo, 2005)

For this purpose, the next section is devoted toespreliminary problems
with which policy makers and researchers face mly@ming business cycle
facts. Section Il tries to reveal the importanédaw cyclical are the prices
in business cycle analysis. Section IV reveals sorathodological issues in
estimation procedure, while section V examineshiginess cycle stylized
facts of the Turkish economy and compares the atitim results obtained
in this paper to some benchmark papers chosensiméss cycle literature.
And section VI summarizes results and concludes.

PRELIMINARY PROBLEMS IN BUSINESS CYCLE ANALYSIS

In order to bring out the stylized facts of a besim cycle, policy makers
have to pay considerable attention to both dataladitity problems and
reliable estimation methods accounting for whetlstimation results
highlight what factors are responsible for the palticycles and whether so
designed stabilization policies can lead policy erakto succeed in
achieving ex-ante specified policy targets or, on the other handp ca
destabilize the course of aggregate economic #ctilirough the lack of
identifying the actual path of economic trends agdes, for instance, due
to some structural changes in cyclical policiesolhead systematically to
changes in decision rules of economic agents thakdnges in the structure
of estimation methods of business cycles in theeef Lucas (1977: 7-29)
and Lucas (1981: 104-130). Following Agénor et (4P99) at least two
factors may help account for this for a developgingntry perspective. First
availability of relevant data and limitations ontalauality and frequency
based data problems for the researchers would bstraining factors in
analyzing the path of cycles. Besides, as expreabede, what is striking

2 See, of all the others, e.g., Kydland and Presg®82: 1345-1370), Long and Plosser
(1983: 39-69), King and Plosser (1984: 363-380)dlEgd and Prescott (1991: 161-78),
Backus et al. (1992: 745-775), Backus et al. (1983-356), and Chari et al. (1995: 357-
391). Rebelo (2005) documents an extensive survepéoRBC school also providing related
literature emphasizing many different aspects isftteory.
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for developing countries such as Turkey is thay thave frequently subject
to sudden crises and marked gyrations in macro@ccneariables, often
making it difficult to discern any type of cycle economic regularities.

Also an important point to be considered here istiwer the researchers can
obtain general business cycle facts so as to amsthe dynamics of
economic theory. But such an effort would not bsyedue to the different
characteristics of macroeconomic fluctuations whigqguire different
courses of adjustments to long waves of econonuevidy in developing
countries from those of developed countries as.walbitek (1997: 2)
separates this set of stylized facts into thressels, that is, the inventory
cycle (or Kitchin-cycle) with a duration of thre four years which refers to
Kitchin (1923: 10-17), the equipment cycle (or duigtycle) with a duration
of seven to ten years which refers to Juglar (1889 the building cycle (or
Kuznetz-cycle) with a length of about 20 years \whrefers to Kuznetz
(1958: 25-57), of which the length of each cycleelated to the speed with
which the level of the associated capital stocklmaadjusted.

In line with such issues and from a policy perspectuse of potentially
inappropriate conclusions regarding the stylizexdisfar broad regularities of
macroeconomic fluctuations in different country esagan adversely affect
the efficacy of stabilization policies. As Cash#zD04) expresses, economic
policy is often contingent on whether or not a doyns experiencing a
cyclical contraction or expansion, and so it ieivthat appropriate tools be
used to extract the country-specific business cigdts from the data. These
all, of course, would compel the researchers te tako consideration the
stylized facts of various country cases so as¢ondeether boom-bust cycles
in the level of real output resemble each othed,iBiBo, similar stabilization
policies can be advised to different country cades, if not, different
stabilization policies would be required for elimtimg the pattern of
fluctuations in economic activity.

Especially for a country case such as Turkey whield undergone an
instable real income growth process with anomaliethe course of real

® For an application to the turning points of boousbreference cycles in domestic real
income generation process in US and Turkish econoomgidering a historical perspective
on an ongoing basis, see Stock and Watson (1998)1eR¢1999) and Davis (2005) for
NBER business cycle reference dates and some adjustmeer those, and Ozmucur (1987)
for his own estimations in an essay upon Turkigfnemy, respectively. However, as Cashin
and Ouliaris (2001) express, although there isng lmadition of viewing classical cycles in
terms of turning points, the recent literature eawgh cycles tended to neglect the issue of
the timing of deviation from trend, prefering irstieto concentrate on the analysis of the
variances of filtered time series and on the cawvexés of movements in selected key series
with filtered output.
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income and a chronic inflationary framework in atthyears period till the
beginning of 2000s, estimating whether the priceelleand inflation are
procyclical or countercyclical will provide poliapakers with a knowledge
of how properties must the stabilization policiesd and provided that price
level and inflation turn out to be countercyclicalipply-driven models of
business cycles including real business cycle nsoddl be appropriate to
analyze the implications of business cycles (ChadtthPrasad, 1994: 240).
Otherwise that the prices move in the same dinectitth output will point
out the importance of demand side disturbanceshwmables discretionary
Keynesian “leaning against the wind” type fiscaldamonetary policy
interventions (Alper, 2002: 22-54). On this poifgllowing e.g., Kydland
and Zarazaga (1997: 21-22), supply-driven modetsbmabased on real or
supply-side factors, which account for the businegsles, such as the
amount of resources used by the government, taicigml technological
changes, government regulations, modificationsiradricial intermediation
rules, and even political shocks signaling possihkenges in property rights,
rather than nominal factors such as the money gupmierest rates, and
price rigidities employing a crucial role in the lipg design and
implementation of Keynesian and Monetarist busingstes.

We should also specify that, following again Kydlaand Zarazaga (1997:
21-36), science makes progress precisely whenciowriers observations
that the prevailing paradigm cannot explain. Se, ifstance, thinking of
inflation stabilization by policy makers ought te,bf necessary, subject to
changes in minds as to the past explanations ofi#geand/or policies. Such
an assumption would compel the researchers andypwlakers to require
new paradigms consistent with the stylized factsth@f usual economic
environment. In line with this, if nominal shocksae not been the
predominant characteristics of the business cydes, rather if real or
supply-side factors have been constituting the mesasons driving
economic fluctuations, stabilization programs based nominal anchors
using some variant of monetary aggregates as referpolicy tools have
been possibly subject to be failed. For the spexagle of Latin America
experiences and in particular for the case of Atigan Kydland and
Zarazaga follow that Monetarist-inspired theorétinadels of exchange rate
based stabilization (ERBS) programs were quantébti incabaple of
replicating any significant fraction of the econenfiuctuations associated
with such programs, and also criticize such kingnoidels in the sense that
the dynamics of output immediately after the anmeuwment of an ERBS
program were mere continuations of upwings or dowrs that had begun
earlier under the predominance of factors leadingnt RBC model so as to
be able to explain business cycles, and that fatteey than the adoption of
a fixed or pegged exchange rate were already dyithie business cycles
when the ERBS programs began. For this reasore ieconomics policy
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perspective, they adduce that it is time to gia factors their fair chance to
account for significant fraction of the businessleg. Following Ahmed and
Park (1994: 2), in other words, if external and dstit supply disturbances
are found to be important in explaining macroecoicoftuctuations and
domestic aggregate demand disturbances are netwbuld imply that
policy makers’ attempts to fine-tune the economiy pvbve ineffective.

ARE PRICES PROCYCLICAL OR COUNTERCYCLICAL?

Of special emphasia business cycle literature has been given to ndretr
not the prices are procyclical or countercyclieald determining such facts
would affect the design and implementation of dizdtion policies.
Although Lucas (1977: 9) refers to that prices geeerally procyclical as
one of the commonly held beliefs among businesteaygularities, which
leads to use equilibrium models with monetary pobec price surprises in
the policy implementation process as the main safdluctuations so that
monetary disturbances would appear to be the onlsiple source of
fluctuations, comtemporaneous literature considgdiifferent country cases
upon this issue are able to yield conflicting eation results revealing the
countercyclical role of prices and inflation asa&tfof business cycle$o
deal briefly with empirical literature upon thisig, many studies touch on
similar subjects both for developed and develomogntries. For instance,
Chadha and Prasad (1994: 239-257) and Fiorita adllihtzas (1994: 235-
269) find that price level is countercyclical for%Gcountries, while the
former also find that inflation rate is procyclict#tus suggest that the
cyclical behavior of the price level and inflatido not provide conclusive
grounds for rejecting either demand-determined opplky-determined
models of the cycle. Similarly, Kydland and Pres¢@®90: 3-18) for the
US, Backus and Kehoe (1992: 864-888) for 10 dewslamuntries, Serletis
and Krause (1996: 49-54) for the US, and Cashin @uiiaris (2001) for
Australia reveal the importance of countercycligaices with output
suggestive of predominance of shocks to aggregaelysin the econom§.
Besides Lopez et al. (1997) estimate that for tee cof Spanish business
cycles inflation is mainly supply-driven and ingHine suggest that strong
disinflationary demand policies could prove botéffitient and very painful
for Spain which needs more active supply policies.

4 Backus and Kehoe (1992: 864-888) estimate diffenasiults with respect to the

procyclical/countercyclical characteristics of timdlation rates in ten developed countries
examined with at least a century of annual dataaiional output considering pre-World War
I, interwar, and post-World War Il periods, and clode that in the prewar and interwar
periods output and price level fluctuations areitpady correlated in most of the ten

countries examined, however, in the postwar pepiack fluctuations have been consistently
countercyclical. Similar findings can be found imig (1992: 413-430).
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Dealing with the developing country cases, Rand &arp (2002: 2071-
2088) confirm the negative relationship between phiee level and real
incone for a set of developing countries, providsypport for a supply-
driven interpretation of the business cycles inicigdreal business cycle
models. Agénor et al. (1999) also find counter@atli variation of
prices/inflation and cyclical component of outputnhany of the developing
countries they examine, including Turkey such agll&yd and Zarazaga
(1997: 21-36) for the cases of Latin American besscycles. Kim (1996:
69-82) estimates countercyclical relationships letwthe detrended price
level and cyclical output for Korea and Taiwan, Hitds a positive
correlation between inflation and cyclical companehoutput in line with
Chadha and Prasad (1994: 239-257) considering @unhtges. For the
Turkish case, Alper (1998: 233-244), Metin-Ozcaralet(2001) and Alper
(2002: 22-54) confirm the countercyclical pattefriloctuations of the price
level and inflation vis-a-vis real GDP.

From a different point of view identifying the lomgn effects of structural
shocks on output fluctuations through priori restrictions on economic
theory using structural VAR (SVAR) methodology ofaBchard and Quah
(1989), Hoffmaister and Rold6s (1997) constructnals open economy
general equilibrium model and estimate by applyimgrooled time series
data, i.e. panel data, of 15 Asian and 17 Latin Ata@ economies that
among the common features of the developing camtis the fact that
supply shocks play substantial role in explainingpat movements even in
the short-run. Applying to a similar methodologyhmed et al. (1993: 335-
359) and Ahmed and Park (1994: 1-36) provide stsaqport for one of the
propositions of RBC theory that even over a veryrshun horizon, supply-
side changes explain the bulk of the movementggnemate output.

Having briefly examined the general characteristifs business cycle
phenomenon in a cursory way and given the impoetafthe sustainability
of price stability or that of achieving lower infilan rates in the subsequent
periods for a developing country like Turkey thashundergone chronic
two-digits inflationary framework but not to any pgwer-inflationary
framework from the late-1970s till the very recdmhes of mid-2006,

® Altug and Yilmaz (1998: 81-103) also estimate in thginainic vector autoregression

(VAR) modelling framework that shocks to inflation Turkey would lead to a significant

negative response in real activity proxied by iridakproduction. Considering a different

perspective to business cycles of the Turkish eegn@Berument, Kiling and Yucel (2005)

assess how the business cycles in Turkey coincittethie business cycles of member and
candidate countries of the European Union, and ladecthat there is a negative linkage
between Turkish and European business cycle dysaiintbe Turkish crises are taken into
consideration.
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although having a milder characteristic for the {1 period, in this

paper our aim is to give an essay on the deterngrzrbusiness cycles for
the Turkish economy and in particular to examinestivbr the prices and
inflation behave in a procyclical or countercycliaay as to the filtered real
income generation process in an economics policypeetive, employing a
methodology taken mainly from Kydland and Pres¢#00: 3-18) followed

by many researchers examined so far.

DATA AND METHODOLOGY

In our paper, we employ data on Turkish economysictamring for most of
the time series the period of 1987Q1-2004Q4 witarguly data. For some
time series, the sample period in our paper begies than 1987Q1 due to
quarterly data availability problems, but all serend with the observation
period of 2004Q4 so that number of observationsthnd approximate two
standard error bands will be differed for differéime series. Thus we below
will also report the observation numbers when assgghe business cycle
facts for the Turkish economy while considering gogpulation correlation
coefficient for the whole sample. The sample pefiad not been divided
into sub-periods since the period in an annualsbiashighly small for the
Turkish economy when compared with internationaence, and as Fiorito
and Kollintzas (1994: 241) express, the smootheddtrshould be able to
capture the most important structural breaks. #dl data are taken from the
electronic data delivery system of the Central BahiRepublic of Turkey
(CBRT) except short-term capital flow data for Tiskkeconomy for which
we also apply to the State Institute of Statis(f6kS) statistical bulletins in
addition to the CBRT electronic data delivery syste

Various estimation methods have been come intoiug®ntemporaneous
economics literature to reveal the interactionsvbeh macroeconomic time
series such as structural vector autoregressioreim@ihd decomposing the
macroeconomic time series into their trend andicgtlcomponents after
linearizing them and using various filtering apptoes of mostly popular
filters proposed by Hodrick and Prescott (19976)-dnd Baxter and King

(1999: 575-593) trying to estimate the correlatidmstween stationary
cyclical series in many papers expressed aboveemfdoy the latter type

decomposing techniques to the Turkish data andirsoag extracting the

basic characteristics of Turkish business cytlEer this purpose, we first

® Following Canova (1998: 476-479), a critical poirinnected with detrending arises from a
standard ‘measurement without theory’ concern legadiesearchers to the question of a
statistical vs. an economic based decompositionyioéh the former assumes that the trend
and the cycle are unobservable but use differaissital assumptions to identify the two
components, and the latter requires that a theaplaming the mechanism generating
economic fluctuations is needed. But we here shawddsider that economic-based
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deseasonalize all the time series using U.S. CeBausau's X12 seasonal
adjustment program also available within EViews fahd consider
multiplicative (ratio to moving average) method éatract the seasonal
component. But we should specify that this methoesdnot allow for zero
or negative data (QMS, 2004: 326), and thus weyaipphdditive (difference
from moving average) method for the variables wgkim negative values.
Having deseasonalized all the time series, we llineathem by taking
natural logarithms to smoothen the changes in th@smept the changes in
stocks, net exports and terms of trade data amtHs&hin capital flows as the
sum of portfolio investments net of assets andlii@s as equity securities
and debt securities, which can take on negativaegalsince the business
cycle literature is concerned with percentage dmna from trend in
growing series (Kydland and Zarazaga, 1997: 33) i@ changes in stocks,
net exports and terms of trade data, we use tleeafstock changes and net
exports to GDP and that of export and import pmckces from the national
accounts data, respectively. We have also not thghe real interest rate
series of our interest.

Following QMS (2004: 344-349), we apply in our papethe widely-used
Hodrick-Prescott (henceforth, HP) filter to obt@rsmooth estimate of the
long-term trend component of a series. We can ddfiR filter as a two-
sided linear filter that computes the smoothedessrof y by minimizing the
variance ofy arounds, subject to a penalty that constrains the second
difference ofs. That is, the HP filter choosedso minimize,

T T-1
S -9 +AZ (8a—9 - (5—51)° 1)
t=1 t=2

where T is the sample size akds a parameter that penalizes the variability
of trend. Thus the penalty paramekewould control the smoothness of the
series. The larger the the smoother is the trend path of the series=(f,

an extreme real business cycle model is takencomsideration where all of
the fluctuations in real output are caused by teldgy shocks, and in this
case the HP trend would be the same as the hutditoe series itself
(Metin-Ozcan et al. 2001: 217-253). As = [J, s approaches a linear
deterministic trend. Following Canova (1998: 484)l aetin-Ozcan et al.

decomposition of actual time series would give tiseusing arbitrary filtering procedures

which reflect the preferences of the researchegstablish business cycle facts. However,
dynamic economic theory may not indicate the typeconomic trend that series may display
nor the exact relationship between secular andogyadtomponents. See Canova (1998: 475-
512) for a technical description and an applicatafndifferent statistical and economic

procedures to alternative detrending methods ermioyS macroeconomic data. Woitek

(1997) also give special emphasis to the distinctib time domain and frequency domain

methods to describe the cyclical structure of bessncycles and highligts the spectral
analysis to describe the business cycle stylizet$ fa
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(2001: 217-253), the optimal value ®fis A = ¢ / g whereg, and ¢; are
the standard deviation of the innovations in thendr and in the cycle.
Hodrick and Prescott (1997: 4) assume that a Sepérmyclical component
is moderately large, as is a one-eighth of 1 pdrceange in the growth rate
in a quarter, which lead us to seléat= 5/(1/8) = 40 oA = 1600 as a value
for the smoothing parameter. Thus weXset1600 in our paper as wéll.

STYLIZED FACTS

When examining the case of Turkish business cyloésed on HP-filtered
data, we report for each series (a) number of gaiens (obs), (b) volatility
(vol) measured by the standard deviation of theréld data multiplied by
one hundred, (c) the ratio of standard deviatioith that of the real output
(o/ogpp) (d) comovement with real output as correlationtted series (X)
with real output (Y) in natural logarithms. We gitlee highest degree of
comovement of each variable with real output indbil the correlation
coefficient is significant such as in Alper (20022-54). If the cross
correlationp(j), je{0,+1, 2, ... }, between Yand X, up to four quarters
reaches the maximum for a negative |, the serigdslehe reference cycle,
i.e. reaches its turning points j units of timeliearthan the GDP. In the
other case, if the cross-correlation is maximumdqpositive j, the series’
cycle lags behind the GDP cycle by j units of ti(i¢oitek, 1997: 10). For
example, as Kydland and Prescott (1990) expressluptivity is a series
that leads the cycle, whereas the stock of inveagds one that lags the
cycle. If the cross correlation betweepanid X.; is maximum for j = 0, the
cycle of X is synchronous. Also if contemporaneoaselation coefficient
p(0) is positive, zero, or negative, the series Xuldobe considered as
procyclical, acyclical, or countercyclical, respeely (Kydland and
Prescott, 1990: 10; Fiorito and Kollintzas, 19940 In our sample of 72
observations of the period 1987:Q1-2004:Q4 with ropuly data, the
unknown population contemporaneous correlationfuoerfit is taken to be
significant when 0.23<p(t)[<1.00 leading us to reject at the 5% level of
significance the null hypothesis that the populatorrelation coefficient is
zero in a two sided test for bivariate normal randeariables. Following
Fiorito and Kollintzas and considering an RBC pecipye, we will
document the business cycle stylized facts of theki$h economy in three

" However, even though being one of the mostly adptietrending methods in economics
literature, HP filter has been criticized in seVevays. See e.g. King and Rebelo (1993: 207-
231) and Cogley and Nason (1995: 253-278).

8 As Agénor et al. (1999) emphasize, estimation ltesin this paper are based on
unconditional correlations between filtered realpot and some other macroeconomic time
series, and such correlations do not necessariplyirnausal relationships, and thus may
require at least bivariate exogeneity tests. Nesleis, our results will provida priori
knowledge for the cyclical characteristics of thusiness cycles of the Turkish economy.
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categories as (a) the components of spending,imeaine and output, (b)
prices and monetary variables, and (c) the facdbpsoduction.

We now try to extract the cross correlations betwid®-detrended cyclical
component of real output and the components ofdipgnOn this point, we
sometimes apply to comparisons between our estimatesults and
international evidence on business cycles. Whelindeaith components of
spending and real output series as a first comgafayur analysis in Table
1, data indicate the autocorrelation function of tkal GDP. We see that
detrended GDP are strongly positively autocorrelatowing strong
persistence in the business cycle fluctuatiossipporting the estimation
results of Kydland and Prescott (1990: 3-18) andkBa et al. (1992: 745-
775) for the US economy which both estimate theusvadf first-degree
autoregressive coefficient as 0.85, while Fiorital &ollintzas (1994: 235-
269) report also high first-degree autoregressivefficients for the G-7
countries ranging from the maximum of 0.85 for W@ to the minimum of
0.55 for the UK® Agénor et al. (1999) report strong positive
autocorrelations for a set of developing countiigdicating considerable
persistence in the cyclical components and interphese results as
suggesting that it is appropriate to view thesesttging countries as having
short-term fluctuations that could be reasonablgratterized as business
cycles. Aguiar and Gopinath (2004) also reveal lsimestimation results
considering both 13 developed and 13 developingntti@s including
Turkey with significant first-degree autoregressbeefficients ranging from
0.49 to 0.92. Dealing with the Turkish case, Alp2002: 22-54) finds the
degree of the persistence of the shocks in thécay@domponent of the real
GDP with a coefficient of 0.58, while Aguiar and @aath (2004) estimate
the same coefficient as 0.67. However, Alper (12%8-244) and Agénor et
al. (1999) using industrial production data replosver findings for the
relevant coefficient such that both find the degoéeersistence of output
fluctuations about its trend as 0.38.

® The first autoregressive coefficient is 0.70.
10 Backus et al. (1995: 33-334) comfirm such resultlfb developed countries as well.
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TABLE 1: COMPONENTS OF SPENDING

(1) Real GNP/GDP

obs volo/ogpe Xia Xz X2 Xa X Xix Xz Xuz  Xua
72 3.65 1.00 -0.19 0.05 0.39 0.7000 0.70 0.39 0.05 -0.19
(2) (Expenditure) Total Private Consumption (Fix&rites)

obs volo/Ogpp Xis Xz X2 X1 X Xt Koz Xuz X
72 401 1.10 -0.20 0.09 0.39 0.70.92 0.73 0.46 0.17 -0.08
(3) (Expenditure) Foods and Beverages Consumpfixed Prices)

obs volo/ogpp Xia Xz X2 Xa X X1 Xz Xuz  Kea
72 2.27 0.62 -0.04 0.10 0.22 0.42.53 0.26 0.05 -0.16 -0.26
(4) (Expenditure) Total Private Consumption lessdbles (Fixed Prices)
obs volo/Ogpp Xis Xz X2 Xa X Xt Koz Xuz X
72 252 0.69 -0.13 0.11 0.36 0.68.88 0.66 0.41 0.14 -0.13
(5) (Expenditure) Durable Goods (Fixed Prices)

obs volo/ogpp Xia Xz X2 Xa X X1 Xz Xuz  Kea
72 16.45 4.51 -0.19 0.08 0.39 0.66.83 0.63 0.38 0.12 -0.05
(6) (Expenditure) Government Final Consumption (HiReices)

obs volo/Ogpp Xis Xz X2 X1 X Xt Koz Xuz X
72 3.08 0.84 -0.28 -0.13 0.06 0.32.44 0.40 0.32 0.04 -0.06
(7) (Expenditure) Gross Fixed Capital Formation éei¥Prices)

obs volo/ogpp Xia Xz X2 Xa X X1 Xz Xuz  Xea
72 11.43 3.13 -0.25 -0.06 0.26 0.6R.86 0.76 0.52 0.20 -0.04
(8) (Expenditure) Machinery (Private Sector) (Firices)

obs volo/Ogpp Xia Xz X2 X1 X Xt Koz Xuz X
72 2242 6.14-0.19 0.04 0.30 0.62.83 0.74 0.50 0.15 -0.15
(9) (Expenditure) Machinery (Public Sector) (Fixedces)

obs volo/ogpp Xia Xz X2 Xa X X1 Xz Xuz  Kea
72 29.10 7.97-0.14 -0.08 0.19 0.38.51 045 0.28 0.05 -0.03
(10) (Expenditure) Construction (Private Sectorxéd Prices)

obs volo/Ogpp Xia Xz X2 X1 X Xt Koz Xuz X
72 5.48 1.50-0.20 -0.22 -0.14 0.03.0900.19 0.25 0.22 0.22
(11) (Expenditure) Construction (Public Sectorx@d Prices)

obs volo/ogpp Xia Xz X2 Xa X Xi1 Xz Xuz X
72 1298 3.56-0.22 -0.17 0.02 0.28.46 0.36 0.29 0.19 0.13
(12) Exports (Goods and Services) (Fixed Prices)

obs volo/Ogpp Xia Xz X2 Xa X Xt Koz Xuz X
72 557 153-0.02 -0.02 0.15 0.20.33 0.25 0.26 0.23 0.14
(13) Imports (Goods and Services) (Fixed Prices)

obs volo/ogpp Xia Xz X2 Xa X X1 Xz Xuz  Xua
72 12.01 3.29-0.17 0.12 0.46 0.76.89 0.61 0.28 -0.03 -0.23
(14) Net Exports (Fixed Prices)

obs volo/Ogpp Xis Xz X2 Xa X Xt Koz Xuz X
72 3.49 0.96 0.22 0.05 -0.19-0.4D.72 -0.63 -0.40 -0.14 0.16
(15) Terms of Trade

obs volo/Ogpp Xia Xz X2 Xa X Xi1 Xz Xuz Xua
72 419 1.15-0.09 0.01 0.23 0.4D50 0.54 043 0.30 0.22
(16) Changes in Stocks (Fixed Prices)

obs volo/Ogpp Xis Xz X2 Xa X Xt Koz Xuz X
72 243 0.67 0.04 0.29 0.44 0.48.38 -0.03 -0.31 -0.430.47
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The percentage standard deviation of real inconéh, 3s in line with the
findings of Alper (2002: 22-54) and Aguiar and QGugh (2004), which
estimate 3.48 and 3.57, respectively. When comgatia volatility values
of filtered real output of developing and develomexintries, Aguiar and
Gopinath emphasize that emerging market econommeaverage have a
business cycle two times as volatile as their dge counterparts. Having
filtered the real output series, the volatility developing countries is in
general above the value of 2.00 extending to theevaf 4.00, whereas for
developed countries the standard deviation of dufipatuations is below
the value of 2.00, supporting the findings of Backtial. (1995: 333-34).

The sub-components of real output have in generakemvolatile
characteristics than the real output itself. Tpr@ate consumption is about
ten percent more volatile than real output, butriwst volatile part of the
private consumption expenditure is due to experghtwn durable goods.
When the durables are excluded from total consumpthe volatility ratio
falls considerably supporting the findings of Baglat al. (1995: 333-334)
for developed countries, Aguiar and Gopinath (200d) developing
countries, Stock and Watson (1998) for the USAlper (2002: 22-54) for
the case of Turkey. In this line and consistenhulite findings of Stock and
Watson, we can easily notice in Table 1 that tptalate consumption less
durables is considerably less volatile than ougetr the cycle.

The latters also emphasize that the consumptioarehfure is more volatile
than real income in developing countries, althotigdings of Fiorito and

Kollintzas (1994: 235-269) and Aguiar and GopingB04) point out that
consumption volatility is in general below the wdigy of real income for

the developed countries. As emphasized by Kydlamtl Zarazaga (1997:
26-28) and Alper (2002: 22-54), although theordfictine opposite should
hold, that the consumption is more volatile thaml rexcome would

constitute an anomaly when considered the consompsmoothing

behaviour of Life Cycle/Permanent Income hypothe&iger attributes such
an anomaly to the possible changes in the consheteviour over the life-
cycle in the sense that developing countries sughTarkey have a
population younger than that of developed countaied this gives rise to
consumption volatilities with an important incomecertainty, while people
in developed countries such as US behave in sweatyaconforming to the

Life Cycle/Permanent Income hypothesis implying eduction in the

observed relative volatility as the average agpopiulation start to increase.
Besides, as an alternative for the failure of camstion smoothness,
Denizer et al. (2000) using panel data of 70 coemtreveal evidence in
favor of that financial development would reduces tmacroeconomic
volatility, and that the simple availability of dié to the private sector
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would hep to smooth consumption and GDP, thus batirig excess
volatility in consumption to credit constraints.

As can bea priori expected, components of investment such as prarade
public machinery investment, and the gross fixepitah formation, all of
which are synchronous and procyclical, constithie most volatile part of
the real income generation process. Private castiiruinvestment lags the
cycle by two quarters, while correlation betweeblgusector construction
and real output peak at time zero. Both constrocttmmponents are
procyclical as well. There is a countercyclicabt&inship between changes
in stocks and real income, and stock changes &gytle by four quarter§.

As Rand and Tarp (2002: 2079) emphasize, the oaktip between public
expenditure and GDP often attracts considerabdmtid,inter alia because
of the desire to ensure that fiscal policies heigbifize the economy.
Following also Fiorito and Kollintzas (1994: 245)daAlper (2002: 22-54),
cyclical correlation between real output and goment final consumption
may depend on a variety of factors such as theugwal of institutions, the
weight of military expenditures in the total budgahd the existence of
stabilization programs. Our estimation results give evidence of a
countercyclical but a procyclical role of fiscalligy, which are in line with
the findings of Alper (2002: 22-54). As Fiorito aiallintzas (1994: 246)
express, we can attribute such a result in a cyrsay to that provided that
the direct effect of government spending domingtesdecrease in private
consumption, aggregate output would rise. Thusitdigng in government
finances may not necessarily lead to a “crowding éffect of private
investment and thus to an increase in real outrawty. Of course, all these
require for future papers out of interest in thaper-* Although not reported

10 we find a positive significant cross correlaticetieen private and public sector machinery
investment, not reported in this paper, that peakee zero, i.e. synchronous and procyclical.
On this point, we apply to bivariate Granger catysdésts using lag lengths suggested by
sequential modified likelihood ratio statistics ®ifns’ (1980: 1-48), and estimate that public
sector machinery investment Granger causes todhativate sector. We also find that
private and public sector contruction expendituegs substitutes by their synchronous
negative significant correlation, but there exisbscausality relationship between each other.
Besides, there exists a unidirectional causalitsti@hship between filtered real output data
and changes in stocks, while the former Grangesesto the latter. Following QMS (2004:
376-377), these results can provide some additiamfakrmation at the extent to which
variables precede each other.

1 Agénor et al. (1999) give clear evidence of a termyclical role of government
consumption expenditure for four developing cowstrii.e., Chile, Korea, Mexico and the
Philippines, and express that such a result isisamé with the prediction of a variety of
models with imperfect capital mobility and flexibfgices, in which an increase in public
spending leads to a net increase in domestic atisora real exchange rate appreciation, and
a fall in output of tradeables on impact. They ®gjgas an alternative policy option that
tightening in government finances could lead toréases in future output growth by, for
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in the paper, cyclical total private consumptiond agovernment final
consumption have been found procyclical that pdatinge zero, and the
latter Granger causes to the former.

Dealing with the items in trade balance, both etp@nd imports are
procyclical and synchronous. Besides, both are mootatile than

consumption and real output. Consistent with whatite and Kollintzas

(1994: 246-247) express for developed countrietha net exports item
which is the ratio of difference between merchamdisports and imports in
fixed prices to real GDP is countercyclical supjgrthe findings of Backus
et al. (1995: 331-356). These results also givepstpto the findings of

Agénor et al. (1999) and Alper (2002: 22-54) fag furkish case. When we
consider the terms of trade component composehbeofatio of export and
import price indices, we find that terms of tratkm lags the cycle by one
guarter in a procyclical way. Following Agénor dt §1999), because
middle-income countries are unlikely to affect therld price of any

industrial commodities, these results may be im&tgn as reflecting
demand shifts that lead to simultaneous increaséisei world price and in
the export demand for the industrial sector outputhese countries.

In Table 2 below, we report the stylized facts oicgs and monetary
variables. Of all the components in these facorises as expressed briefly
above would have one of the primary interests ilicpanaking process.
Chadha and Prasad (1994: 239-257) reveal that leniet is countercyclical
but inflation is procyclical using postwar quanjertiata for the G-7
economies and that a clear distinction is requiretiveen inflation and the
cyclical component of the price level when repatiand interpreting
stylized facts regarding business cycles. As saptlocyclicality of inflation
rate rather than the price level, therefore, retaredibility of demand-
driven models. But Rand and Tarp (2002: 2071-2088)mate that the
cyclical patterns of inflation and price level daregeneral same for both
developed and developing countries, suggestingsinably-driven business
cycle models are appropriate in describing cycligatterns in developing
countries in line with the findings of Hoffmaistend Roldés (1997.

Our estimation results in Table 2 indicate thahbdeflator-based and CPI-
based price level and inflation have a countercgtlcharacteristics with

instance, “crowding in” private investment and kgnsling the future stability of domestic
macroeconomic policy.

12 As Fiorito and Kollintzas (1994: 251-253) emphasia benchmark RBC model
can easily account for a negative correlation betweutput and prices, as
technology shocks shift the aggregate supply giwutpward.
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real output supporting what the supply-driven besscycle models bring
out. Even though both inflation rates considereel synchronous, GDP-
deflator and CPI lag the cycle by one quarter.tRerGDP price deflator and
CPI based price levels, bivariate Granger caus#ditys have been given
unidirectional causality from cyclical stationamlal output to the price level
supporting the cross correlation results in thesedhat the stationary real
output component precedes the cyclical price leoghponent. We also
applied to some unit root rests to see whetheimttegtion rate is stationary,
and find that nonstationarity of inflation espelsidor CPI-based one cannot
be rejected so that following Rand and Tarp (20B@85), inflation is
therefore detrended in the same manner as thefrdst variables. Thus, as
Chadha and Prasad (1994: 240) express, even thbisgghvidely perceived
that temporary movements in output are associatddshocks to demand,
while longer-term movements are associated withemants in supply, the
countercyclical variation of prices suggests thegnetemporary movements
in output may be due to supply shocks. Besides,imadnexchange rate is
countercyclical such as GDP deflator, consumelegdridex and inflation.

TABLE 2: PRICES AND MONETARY VARIABLES

(17) Implicit GDP Deflator

obs volo/Ogpp Xia Xz X2 Xa X Xe1 Xz Xaz  Xos
72 750 2.05 0.14 0.13 0.02 -0.1844-0.48 0.44 -0.27 -0.03
(18) GDP Deflator-Based Inflation

obs volo/Ogpp Xisa X3 X2 X1 X X1 Xz Xuz Xus
71 571 156 0.05 -0.01 -0.14 -0.26.31-0.07 0.02 0.14 0.25
(19) Consumer Price Index (CPI)

obs volo/Ogpp Xisa X3 X2 X1 X X1 Xz Xuz Xus
72 6.59 1.81 0.08 0.05 -0.07 -0.25.4500.46 -0.41 -0.22 -0.01
(20) CPI-Based Inflation

obs volo/Ogpp Xisa X3 X2 X1 X X1 Xz Xuz Xus
71 3.70 1.01 -0.03 -0.08 -0.18 -0.3».32-0.04 0.05 0.22 0.27
(21) Nominal exchange rate of TL/US$

obs volo/Ogpp Xisa X3 X2 X1 X X1 Xz Xuz  Xus
72 13.85 3.79 0.03 -0.11 -0.30 -0.58.68 -0.56 -0.35 -0.05 0.17
(22) Reserve Money

obs volo/Ogpp Xia Xz X2 Xa X Xer Xz Xuz Xua
72 572 157 -0.11 0.01 0.03 -0.08.15 -0.20 -0.18 -0.08 -0.05
(23) Central Bank Money

obs volo/Ogpp Xia Xz X2 Xa X Xer Xez Xuz Xua
72 356 0.98 -0.01 0.29 0.38.34 0.14 -0.15 -0.28 -0.22 -0.21
(24) M1

obs volo/ogpp Xta Xz X2 X X Xt Xuz Xuz X
72 6.88 1.88 -0.14 -0.01 0.09 0.09.020-0.13 -0.14 -0.08 -0.05
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(25) M2

obs vol o/ogpp Xta Xz X2 X X X1 Xuz Xuz X
72 880 241 0.17 0.21 0.12 -0.01 220.0.29 -0.22 -0.10 0.06
(26) M2Y

obs volo/Ogpp Xia Xz X2 Xa X X Xz Xuz Xua
72 7.78 2.13 0.03 0.03 -0.08 -0.26.460-0.48 -0.36 -0.14 0.08
(27) M3

obs volo/Ogpp Xia Xz X2 Xa X X Xz Xuz Xua
72 8.07 221 0.15 0.22 0.15 0.04 1500.23 -0.16 -0.05 0.09
(28) Velocity of M1

obs volo/Ogpp Xisa X3 X2 Xa X Kot Koz Xez Xea
72 7.63 2.09 0.16 0.17 0.15 0.09.06 0.04 -0.11 -0.17 -0.08
(29) Velocity of M2

obs volo/Ogpp Xisa X3 X2  Xa X X1 Xz Xuz  Xea
72 873 239 -0.14 -0.07 0.07 0.1%9.25 0.16 0.01 -0.10 -0.17
(30) Velocity of M2Y

obs volo/Ogpp Xisa X3 X2 Xa X X1 Xuz  Xuz  Xea
72 6.89 1.89 0.01 0.15 0.35 0.48®.56 0.37 0.14 -0.10 -0.23
(31) Velocity of M3

obs volo/Ogpp Xisa X3 X2 X X X1 Xuz  Xuz  Xea
72 7.79 2.13 -0.12 -0.07 0.07 0.120.20 0.09 -0.07 -0.17 -0.22
(32) Real Effective Exchange Rate

obs volo/Ogpp Xia Xz X2 Xa X X1 Xaz  Xez  Xaa
72 8.38 2.30 -0.18 0.10 0.32 0.58.62 0.38 0.14 -0.11 -0.18
(33) Net Short-Term Capital Flows

obs vol & Xa X2 Xa X X1 Xz Xuz Xus
61 1364.84 0.19 0.22.32 0.27 0.04-0.04 -0.09 -0.11 -0.13
(34) Real Interest Rate

obs volo/Ogpp Xia Xz X2 X1 X X1 Xuz  Xuz  Xea
71 19.50 5.34 -0.11 -0.25 -0.449€.56 -0.46 0.02 0.26 0.35 0.29

Kydland and Prescott (1990: 3-18) find no evidefmethe US nominal
stylized facts that either the monetary base orrvihey stock leads the
cycle, although some economists still believe thisnetary myth. Of the
monetary aggregates represented by reserve moeayralc bank money
including open market operations, M1, M2, M2Y an® vhoney stock
aggregates, and the velocities of the latter mategks, consistent with the
findings of Alper (2002: 22-54), we find in Tabletl2at only central bank
money, M2 and M2Y money stocks and relevant mogatelocities do not
indicate acyclical characteristic such that certtealk money leads the cycle
and M2 and M2Y money stocks lag the cycle by ongodesuch as the
findings of Alper (1998: 233-2445.Following Alper, especially during the

13 Bivariate Granger causality tests not reportect hindicate that there exists no
causality/precedence relationship between cyctioahponents of Mland GDP and
M2Y and GDP. We find unidirectional causality framserve money to GDP and
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period 1987-1999, the central bank took the figmdicy and hence budget
deficit as exogenous, and attempted to minimizgeldtuctuations in the
interest and exchange rates leading both monetdigyfo be endogenously
determined and priori expectations for the cyclical behaviour of the ewn
stock controlled by the central bank to be acytliddus due to the
endogenous characteristic of money stock aggregatesdeveloping

countries, an RBC model would not attach a veryadrtgnt role to the

monetary policy. Also consistent with the findimgfsFiorito and Kollintzas

(1994: 251-253), the countercyclicality of priceslahe weak correlation or
acyclical characteristics of monetary aggregatas raal output would be
consistent with the RBC models with non-neutral moras well as the
Quantity Theory. But that the variability of moneglocities exceeds that of
GDP fluctuations more than two times would not sup@ny approach in
favor of Quantity Theory, which requires a very lgariability of velocity.

The exists a synchronous strong procyclical refstiip between cyclical
real effective exchange rate and real output. Waulghspecify that an
increase in the real effective exchange rate indsgd by the CBRT
indicates real appreciation of the domestic cuyéh&hen we deal with
the correlation between real output and short-tempital flows, we see that
capital flows lead the cycle by two quart&t$his estimation results are also
in line with Alper (2002: 22-54).

We consider the real interest rate as a last mpnegaiable for the Turkish
business cycle facts. For this purpose, we es@ostreal interest rates
adjusted for real output growth and inflation which calculated by
following the estimation procedure in Akcay et 002: 77-96). Real
interest rate precedes the real income cycle by quarter with a
countercyclical relationship. Although not reportegle, capital flows data
considered in this paper lead the real interest sgjnificantly by one
quarter. Besides, the former precedes the latténarGranger sense. These
all may be giving some support to Alper (2002: 22-fhat indicates capital
inflows being expectations driven rather than reslieg to the changes in
the real interest rates.

from GDP to both M2 and M3 money stocks. Also tadiional causality does exist
between central bank money and GDP.

* However, when we estimate the Granger causaligtioaship between cyclical

output and real effective exchange rate series,fing that the latter strongly

precedes the former, while no information contdrthe former can be found on the
latter.

!> Similar to the above case, bivariate Granger diysasts reveal that short-term
volatile capital flows strongly precede real incogameration process.
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We finally examine in Table 3 the correlations betw factors of production
in industry and real GDP. Cyclical stationary comgats of industrial

production index (IPI) and manufacturing productiodex (MPI) have a
strong correlation with real GDP as can be expeasdwell as are
synchronous and procyclical. Both seem to be dligmore volatile than

real output component. Consistent with Kydland &mescott (1990: 3-18)
and Fiorito and Kollintzas (1994: 253-259), labayput measured both in
terms of workers and in terms of total hours iscgatical. Production hours
per worker are also procyclical and synchronousyewer Kydland and

Prescott (1990: 3-18), Fiorito and Kollintzas (19283-259) and Stock and
Watson (1998) report that employment lags outputd&veloped countries.
Alper attributes high volatility in total hours wa@d in manufacturing
industry to the existence of labour market restid in developing

economies in the sense that firms which are fadéd lmgh costs of firing

labour tend to contract labour hours during recessiWe do not find that
productivity leads output contradicting an RBC agwh, but estimation
results in Fiorito and Kollintzas (1994: 253-259r fG-7 economies and
Alper (2002: 22-54) for Turkey confirm our findingBesides, real wages
are procyclical and lags the real GDP cycleby quarter.

TABLE 3: THE FACTORS OF PRODUCTION

(35) Industrial Production Index

obs volo/ogpp Xta Xz X2 X X X1 Xz Xuz Xua
72 453 1.24 -0.05 0.18 0.47 0.71B94 0.64 0.32 -0.01 -0.23
(36) Manufacturing Production Index

obs volo/Ogpp Xia X3 X2 X1 X X1 Xz Xuz Xus
72 512 1.40 -0.06 0.16 0.46 0.7®93 0.62 0.31 -0.04 -0.25
(37) Employment in Manufacturing

obs volo/Ogpp Xia X3 X2 X1 X X1 Xz Xuz Xus
68 3.82 1.05 0.06 0.16 0.34 0.50.67 0.64 0.44 0.16 -0.09
(38) Production Hours per Worker Worked in Manuiaictg Industry

obs volo/Ogpp Xisa X3 X2 X1 X X1 Xz Xuz Xus
68 4.14 1.13 0.06 0.18 0.39 0.5574 0.61 0.37 0.09 -0.17
(39) = (37)*%(38) Total Hours Worked in Manufactugimdustry

obs volo/Ogpp Xisa X3 X2 X1 X X1 Xz Xuz  Xus
68 790 2.16 0.06 0.17 0.36 0.%871 0.63 0.41 0.12 -0.13
(40) = (36) / (37) Productivity in Manufacturing Trerms of Employment
obs volo/ogpp Xta Xz X2 X X X1 Xz Xuz Xua
68 3.65 1.00 -0.12 0.11 0.29 0.50.61 0.22 -0.03 -0.20 -0.24
(41) = (36) / (39) Productivity in Manufacturing Trerms of Hours

obs vol0/ogpp Xta Xz X2 X X X1 Xz Xuz Xua
68 5.34 1.47 -0.13 -0.07 -0.10 0.09.16 0.32 0.31 0.20 0.03
(42) Real Hourly Wages in Manufacturing

obs volo/ogpp Xta Xz X2 X X X1 Xz Xuz Xua
68 9.40 2.58 -0.14 -0.08 0.03 0.2131 0.37 0.30 0.22 0.16
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CONCLUDING REMARKS

In our paper, we try to reveal the main propenie$urkish business cycles.
This would help policy makers and researchers sigiéng and applying
economic policies so as to affect the course oheweoc activity level.

Having identified the importance of such an analyand examined the
general characteristics of business cycle phenomegiving special

emphasis to how cyclical are the prices in busimgstes, we conduct an
empirical attempt to extract the cyclical composeat Turkish business
cycles and to find correlations between theséosiaty cyclical facts.

Our estimation results indicate that there existsrsiderable persistence in
cyclical component of real output. Total privatensomption expenditures
have a more volatile characteristics than real wutpainly due to the
expenditures on durable goods. Components of imesdtand gross fixed
capital formation constitute, as can be expectezintost volatile part of the
real income generation process. No evidence inrfaf@ countercyclical
but procyclical role of fiscal policy has been fduand we attribute such an
estimation result to that provided that the direffect of government
spending dominates the decrease in private congmmggregate output
would rise. Net exports are more volatile than comgtion and real output,
and countercyclical even though sub-components ef exports are
procyclical in line with what contemporaneous ecauiws literature indicate.

Of all the components in monetary factors, pricegxpressed in the paper
would have one of the primary interests in policgking process. We find
that both deflator-based and CPl-based price lew inflation have a
countercyclical characteristics with real outpuporting what the supply-
driven business cycle models bring out. Nominahexge rate of TL/US$
turns out to be countercyclical such as implicitEs@eflator, consumer price
index and inflation. The countercyclicality of pgand the weak correlation
or acyclical characteristics of monetary aggregates$ real output found in
this paper would be consistent with the RBC modeith non-neutral
moneyas well as the Quantity Theory. But that theability of money
velocities exceeds that of real GDP fluctuationgartban two times do not
give support to any approach in favor of Quantibedry, which require a
very low variability of velocity. There exists a rshronous strong
procyclical relationship between cyclical real effee exchange rate and
real output, while capital flows lead the referengele.

Finally, for the components in factors of produstiove find procyclicality
of total hours, productivity and the real wage réte Fiorito and Kollintzas
(1994: 257) emphasize, this result is very muchsisdent with benchmark
RBC models, where good (bad) technology shocksase (decrease) the
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physical marginal product of labour, employment teal wage rate, and
output. All in all, our estimation results givepport to the importance of
supply side models in explaining Turkish businesslas. Of course,
estimation results using cross correlation coedfits as indicators for
business cycles in this paper need to be confirbyedstimating structural
economic relationships identified through econonttosory, and such an
empirical attempt should be elaborately dealt witfuture papers.
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