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Abstract 

The evolutionary algorithms and their hybrid methods are quite efficient and accurate in terms of solution quality of 

optimization. In this study, a new hybrid algorithm is generated by merging Differential Evolution (DE) and Harmony 

Search Optimization (HS) algorithms which is called DES. The core steps of the algorithms are used without any 

modifications, but the main control parameters which directly affect the performance are randomized. The experimental 

study is done by comparing DE, HS and their hybrid method DES. According to the results, it is found that DES 

algorithm has improved the performances of original algorithms for the selected test problems. 
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Öz 

Evrimsel algoritmalar ve onları kullanarak yaratılan melez algoritmalar optimizasyon problemlerini çözmede etkili ve 

doğru sonuçlar üretirler. Bu çalışmada, Diferansiyel Gelişim (DG) algoritması ve Harmoni Arama (HA) algoritması 

birleştirilerek yeni bir melez algoritma oluşturulmuştur. Birleştirilen algoritmaların ana basamakları herhangi bir 

performans yükseltme yapılmadan kullanılmıştır, ancak performans üzerinde doğrudan etkisi olduğu bilinen ana 

kontrol değişken değerleri için rastgele seçim yapılmıştır. Deneysel çalışma, birleştirilen DG ve HA algoritmaları ile 

onların oluşturduğu DES algoritması arasında yapılmıştır. Elde edilen sonuçlara göre melez algoritma DES, diğer iki 

algoritmaya göre daha iyi bir performans göstermiştir. 

 

Anahtar kelimeler: Diferansiyel gelişim, Evrimsel algoritmalar, Harmoni arama, Melezleme, Rastgele değişkenler 
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1. Introduction 

 

In past, optimization problems were handled by 

researchers using large variety of algorithms 

(Sama et al., 2016; Ülker, 2017; 2017, Şimşek and 

Şimşek, 2017). Solving a complex optimization 

problem is quite challenging, since there are more 

than one design variables. Moreover, the 

algorithm generally focuses on finding the global 

optimum point, but it may be trapped into one of 

the  local optimum points of given problems. 

Therefore, classical methods may not be efficient 

by alone for solving complex optimization 

problems. 

 

Also, as it is known from No Free Lunch theorem, 

some optimization algorithms are quite effective 

for solving some problems, while ineffective for 

other problems or in other words there is no 

optimization algorithm that is able to to solve all 

kinds of problems (Wolpert and William, 1997). 

Instead of proposing new optimization methods, 

by using the advantages of previously introduced 

and proved to be effective ones can be used in the 

process of optimization. 

 

Among the large variety of algorithms; DE and 

HS have the significant performance for solving 

complex problems from different areas (Qui et al., 

2016; Kukkonen and Carlos, 2017). DE has 

distinctive attributes which provide some 

advantages in optimization with respect to 

classical methods. DE uses mutation and 

crossover operations to generate a new vector by 

using the existing ones. It uses crossover rate 

(CR) and differential weight (F) as main control 

parameters to avoid from local optima and to 

explore better areas in the search space (Qui et al., 

2016). Additionally, HS algorithm can produce 

noticeable results by using its advantages. It 

optimizes a problem by generating a new vector 

which is derived from existing ones with its 

control parameters. The algorithm has an easy 

implementation with less number of steps. 

Besides the remarkable advantages of DE and HS, 

it is studied that both of the algorithms have high 

parameter dependency (Tvrdik, 2006; Chen et al., 

2012; Gao et al., 2015; Chellaswamy et al., 2016; 

Qui et al., 2016; Wang et al., 2016; Roy et al., 

2016). DE and HS need to optimize their control 

parameters for every problem to be handled. The 

algorithms DE and HS are designed in a way that 

a balance between exploration and exploitation 

characteristics is attained by applying the best 

combinations of their control parameters. It is 

seen that main control parameters effect the 

performance of the algorithms by controlling 

exploration and exploitation abilities. Therefore, 

there is a direct link between the selection of 

control parameters and the convergence rate of an 

algorithm. In this paper, DE and HS algorithms 

are hybridized to solve complex optimization 

problems by minimizing the disadvantages which 

are caused by control parameters tuning. In order 

to observe the improvement on the performance 

of the hybridized DE/HS algorithm (DES), it is 

compared with the original algorithms that is 

derived from. The experimental analysis is done 

by performing some complex benchmark 

functions. 

 

The rest of the paper is organized as follows; 

section 2 shows the hybrid algorithm DES with its 

main steps. Section 3 describes some of the 

complex optimization tasks and the experimental 

results achieved. Lastly, section 4 gives the 

concluding remarks of this paper.  

 

2. Hybrid DE/HS Algorithm (DES) 

 

DE algorithm is known as a metaheuristic 

algorithm (Storn and Price, 1997) which tries to 

optimize the given problem in a large search space 

by avoiding local optimum points. It mainly 

considers two control parameters differential 

weight (F) and crossover rate (CR) which have 

great influence on the performance of DE. HS 

algorithm simply mimics the process of 

composers, when they compose a melody in a 

harmony. It produces a new solution vector after 

considering present vectors. This feature helps HS 

to obtain the optimum solution at a reasonable 

time. However, likewise DE algorithm, HS 

algorithm needs to perform fine tuning of its 

control parameters (Geem et al., 2001; Wang et 

al., 2013). The performance of HS generally relies 

on its main control parameters which are pitch 

adjusting rate (par), fretwidth (fw) and harmony 

memory considering rate (HMCR). 

 

Based on the facts above, it can be said that both 

of the algorithms can produce remarkable results, 

if their control parameters are optimized for each 

task. However, finding the best combination 

values of control parameters for each task is not a 

time efficient process. Therefore, the control 

parameters are optimized in the given intervals 

defined in the literature.  

 

In order to have their great potentials in solving 

problems, both of the algorithms are merged 

without any modifications on their main steps in 

hybrid algorithm DES. Additionally, the 

algorithm uses an equal random selection process 
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to select the steps of DE an HS. Therefore, neither 

DE nor HS algorithm manipulate the process of 

optimization by alone. There are similar methods 

of hybridization which considers DE and HS 

algorithms in literature (Chakraborty et al., 2009; 

Wang et al., 2009), but DES algorithm can be 

distinguished from the others as giving an equal 

chance to the main steps of the algorithms without 

any modifications and as randomizing main 

control parameters of the algorithms. It is aimed 

to have a hybrid DES algorithm which is not 

sensitive to the set of control parameters with 

good convergence rate. The main steps of 

hybridized DES algorithm are shown in Figure 1. 

 

Selection of DE part in DES algorithm relies on 3 

main functions: 

 

𝑉𝑖 = 𝑋𝑎 + 𝐹(𝑋𝑏 + 𝑋𝐶)               (1) 

 

where Vi is the mutant vector and a, b and c are 

the distinct members in the population. F is a 

control parameter for DE in the interval [0-2]. 

 

𝑈𝑖𝑗 = {
𝑉𝑖𝑗   𝑖𝑓  𝑟𝑗 ≤ 𝐶𝑅

𝑋𝑖𝑗     𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                 (2) 

 

where Uij is the trial vector which is generated by 

crossover of Xij and Vij. rj is a uniformly 

distributed random number for each member in 

the population and CR is a control parameter for 

DE in the interval [0-1]. 

 

𝑋𝑖𝑗 = {
𝑈𝑖    𝑖𝑓  𝑓(𝑈𝑖) ≤ 𝑓(𝑋𝑖)

𝑋𝑖    𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                  (3) 

 

where Xij is the member which will survive for the 

next generation. 

 

Selection of HS part in DES algorithm depends on 

2 main functions: 

 

𝑋𝑖𝑗 = {
𝑠𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛 𝑓𝑟𝑜𝑚 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛,           𝑖𝑓  𝑟1 < 𝐻𝑀𝐶𝑅
              𝑟𝑎𝑛𝑑𝑜𝑚𝑙𝑦 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑎 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒,    𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

       (4) 

 

where r1 is a random number between (0-1) and 

HMCR is a control parameter of HS in the interval 

[0-1]. 

  

  𝑋𝑖𝑗 = {
𝑋𝑖 + 𝑟𝑎𝑛𝑑 ∗ 𝑓𝑤,   𝑖𝑓  𝑟2 < 𝑝𝑎𝑟

𝑋𝑖,                   𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
            (5) 

 

where r2 is a random number between (0-1) and 

fw and par are the control parameters of HS in the 

intervals 0.01*range and [0-1], respectively. 

 

 
 

Figure 1. Main steps of hybrid DES algorithm. 
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The algorithm starts by initializing the population 

X by generating random values in the search 

space. Then, the selection process performed 

among the core steps of DE and HS algorithms. 

The hybrid DES algorithm gives an equal 

probability of selecting the steps of DE and HS. In 

the selection step, DES algorithm uses two 

selection parameters; selPar and selVal. The 

randomized paradigm is again considered for 

these control parameters. selPar and selVal are 

randomized in the range [0-1]. The performance 

of the algorithm relies on the frequency of use of 

the algorithms DE and HS. However, in this 

experiment the same chance of use is given to 

both of the algorithms. According to the selection 

done, the population is updated either by DE or 

HS at a time. Both of the algorithms uses their 

control parameters to obtain the global optimum 

value by avoiding local optimum points. The fine-

tuning of these parameters is eliminated by 

assigning random values in predefined ranges. 

The algorithm repeats its steps until the stopping 

criterion is satisfied. At the end, the algorithm 

returns the optimal solution with a corresponding 

function value. 

 

3. Experimental Results and Discussions 

 

The hybridized algorithm DES and its originals 

DE and HS are compared by using some 

optimization problems taken from literature 

(Mahdavi et al., 2007). The optimization problems 

are selected in a way that they have multiple 

constraints and unknowns which show the 

effectiveness of the selected algorithms. The 

optimization problems selected for this 

experiment and the known optimum values are 

shown in Table 1 (Mahdavi et al., 2007). 

 

Table 1.  Information of test problems. 

Problem description Problem formulation 
Optimum 

value 

Pressure Vessel Design 

𝑓(𝑥) = 0.6224𝑥1𝑥3𝑥4 + 1.7781𝑥2𝑥3
2

+ 3.1661𝑥1
2𝑥4

+ 19.84𝑥1
2𝑥3 

𝑔1(𝑥) = −𝑥1 + 0.0193𝑥3 ≤ 0, 
𝑔2(𝑥) = −𝑥2 + 0.00954𝑥3 ≤ 0, 

𝑔3(𝑥) = −𝜋𝑥3
2𝑥4 −

4

3
𝜋𝑥3

3

+ 1296000 ≤ 0, 
𝑔4(𝑥) = 𝑥4 − 240 ≤ 0. 

 

5849.76169 

Constrained function V 

𝑓(𝑥) = (𝑥1
2 + 𝑥2 − 11)2

+ (𝑥1 + 𝑥2
2 − 7)2 

𝑔1(𝑥) = 4.84 − (𝑥1 − 0.005)2

− (𝑥2 − 2.5)2 ≥ 0, 
𝑔2(𝑥) = 𝑥1

2 + (𝑥2 − 2.5)2 − 4.84 ≥ 0, 
0 ≤ 𝑥1 ≤ 6,      0 ≤ 𝑥2 ≤ 6. 

 

13.590841 

Unconstrained function I 

𝑓(𝑥) = exp {
1

2
(𝑥1

2 + 𝑥2
2 − 25)2}

+ 𝑠𝑖𝑛4(4𝑥1 − 3𝑥2)

+
1

2
(2𝑥1 + 𝑥2 − 10) 

1.0000 

 

For all of the algorithms in this experiment, the 

random values are assigned to the control 

parameters between the predefined intervals in 

each iteration found in the literature. The 

population size and dimension are fixed to 100 

and 50. The maximum number of iterations is 

selected as a stopping criterion and is assigned to 

500,000 for each algorithm. The results are 

tabulated in Table 2 which are averaged over 30 

trials. 
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Table 2. A comparative table obtained by DES and its originals. 

Problem description DES DE HS 

Pressure Vessel Design 5997.7542 6112.1128 6349.3427 

Constrained function V 13.590843 13.591062 13.590950 

Unconstrained function I 1.000 0.99998 0.99997 

 

For the first problem, it is aimed to minimize the 

objective function by considering four design 

variables; x1, x2, x3 and x4, four constraints; g1(x), 

g2(x), g3(x) and g4(x). Due to the complexity of 

this test function, the results obtained by the 

originals are slightly far from the global optimum 

value. However, using the advantages of originals 

together in DES provides better result. According 

to the best f(x) value; the values for x [0.8036, 

0.3972, 41.6392, 182.4120] and the g(x) values 

[3.65E-05, 3.79E-05, -1.5914, -57.5879] are 

obtained. 

 

For the second problem, the objective function is 

needed to be minimized with two design 

variables; x1 and x2, two constraints; g1(x) and 

g2(x), and also four boundary conditions. The 

problem can be stated as complex because of the 

presence of constraints. According to the best f(x) 

value; the values for x [2.25, 2.38] and the g(x) 

values [0.00, 0.22] are obtained. All of the 

algorithms approached to the optimum value of 

the given problem, but it is seen that the hybrid 

algorithm DES has more precise value of 

objective function than the others. 

 

For the third problem, the objective function has 

two design variables x1 and x2 without any 

constraints. The original algorithms DE and HS 

find the global optimum value of given problem, 

but in terms of accuracy DES algorithm provides 

a better solution than the originals. According to 

the best f(x) value; the values for x [3.00, 3.99] are 

obtained. 

 

4. Conclusions 

 

The paper has presented a hybridized version of 

DE and HS algorithms which has an advantage 

over the originals in terms of solution quality. The 

control parameters have strong impacts on the 

performance of the algorithms. In hybridized 

algorithm DES, it is aimed to reduce undesirable 

effects that are directly related to the selecting or 

tuning the control parameters. On the other hand, 

DES does not underestimate the positive effects of 

control parameters in terms of exploration and 

exploitation characteristics of an algorithm. 

Therefore, the control parameters are not 

neglected both in the originals and their hybrid 

version DES. The hybrid algorithm DES can be 

differentiated from the other hybridization 

techniques by randomizing control parameters and 

by giving an equal chance to the originals in 

merging process without altering them. 

The original algorithms and hybrid DES algorithm 

are compared for some test functions. DES 

algorithm achieves efficient results as well as its 

originals in finding global optimum by using its 

main control parameters. However, in terms of 

solution quality the results by DES are more 

efficient and accurate for the selected test 

functions. As a future work, different probability 

values of selecting original algorithms can be 

studied and the effects can be obtained on the 

performance of DES. 
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