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Abstract 
 

Outlier observations are observations that are out of the tendency of all observations in a data set. The observations 

come out in situations such as faulty observation, incorrect data entry. It is important to be able to identify these 

observations as the results of statistical analysis, for example such as multiple regression analysis, can be quite sensitive 

against to these observations. Outlier observations are mostly determined by using distance calculation, statistical test 

and density based approaches. In this study, the distances of each observation vector to the center were calculated with 

Mahalanobis distance by using R program. For this purpose, the features such as hematokrit (htc), hemoglobin (hgb), 

mean platelet volume (mpv), platelet distribution width (pdw), nonbacterial prostatitis (nbp) and pulse pressure values 

measured in the blood of 315 heart patients were examined as data set. As a result of the research, sixteen observations 

were found as outlier observation. It is thought that the result of this study will help the researchers trying to find out 

especially the outlier observations. 
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1. Introduction 
Researchers generally analyze on multivariate data sets 

(Hubert and Van Der Veeken, 2008). It is likely that 

outlier observations may be exist in these data sets. These 

observations are called in different areas as error, defect, 

surprise, noise, exception. Such observations are called 

outlier observations (Gogoi et al., 2011). Outlier 

observations can have adverse effects on statistical 

analysis such as regression analysis, clustering analysis, 

factor analysis. Sometimes, while this data is an 
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observation wanted in security areas, it may also be an 

observation of a disease in the field of health. Therefore, it 

is important to identify them. In order to detect outlier 

observations in multivariate data sets, approaches such as 

distance calculation, Bayesian, linear regression 

techniques have been developed (Gupta et al., 2013; Pei 

and Zaïane, 2006; Singh and Upadhyaya, 2012; Ting et al., 

2007a; Ting et al., 2007b). In addition, the filters such as 

Kalman filter have been used because they deal with huge 

data that is unknown. (Liu et al., 2004; Rousseeuw and 

Hubert, 2011). The distance calculation methods are 

based on the Euclidean distance calculation, which 

calculates the distance between objects. (De Maesschalck 

et al., 2000; Hodg and Austin, 2004).  

In case of mean and variance-covariance information of 

the multivariate data is known, such as the distances of 

observations to each other and the distance of an 

observation to the center and the distance between 

groups in the dataset is calculated with the aid of 

Mahalanobis distance (MD). An observation in a 

multivariate dataset can be defined as the whole of 

measured quantities such as height, weight, blood 

pressure, and level of sugar on blood. In addition, an 

observation may also contain measurement of a feature 

(blood sugar) at different measuring times, such as t1, t2, 

t3. While distance is calculated in such data structures, 

the distance measure of Mahalanobis becomes important 

when the correlation is considered. However, these 

traditional methods of detecting outliers’ observations 

are based on the assumption that the data has the same 

species and normal distribution (Liu et al., 2004). 

The fields used for MD are quite extensive. For example, 

learning machine on computer field is important (Xiang et 

al., 2008). The researchers, who investigated 

environmental, biological and natural phenomena and 

produced solutions, have benefited from this distance 

measure (Calenge et al., 2008). Moreover, this distance 

measure is used on time-dependent data, on the modeling 

of bioclimatic changes, on chemical data. (Egan and 

Morgan, 1998; Farber and Kadmon, 2003; Teng, 2010). In 

this study, it was aimed to determine the outliers in the 

multivariate data set and to display them on the quantile-

quantile plot graph (Q-Q) (Url1). This graph is one of the 

methods used to visually determine whether normality is 

provided. When it is drawn using two data sets whose 

values are in ascending order. 

 

2. Material and Method 

In this study, hematokrit (htc), hemoglobin (hgb), mean 

platelet volume (mpv) and platelet distribution width 

(pdw) values which are measured in the blood of 315 

heart patients and consisting of their nonbacterial 

prostatitis (nbp) and pulse pressure values, data sets 

with six variables were used as material. This data set 

was taken from the treated patient data in the medical 

school. 

2.1. Statistical Usage of MD 

MD is modeled by using of multivariate normal 

distribution and Chi-square distribution. In multivariate 

data analysis, the dataset matrix, which has nxp 

dimension X (observation) and p column (variable), is 

shown in Table 1. 

Table 1. X data set matrix 

 X data set variables 

Observation  
Number 

x1 x1 … xp 

1 x11 x12 … x1p 
2 x21 x22 … x2p 
… … … … … 
n xn1 xn2 … xnp 

 

The probability density function of such a data set is as in 

the following; 

𝑓(𝑥) = 1

|∑|
1
2 (2𝜋)

𝑝
2

 . 𝑒−
1

2(𝑥 − µ). ∑−1. (𝑥 − µ)𝑇                         (1) 

is expressed so. In this formula, Σ parameter shows the 

variance-covariance matrix and μ parameter shows the 

mean vector. However, theoretically, as these 

parameters of a data set are not known in certain, the 

mean vector X  is used instead of the vector μ and the 

sampling matrix S is used instead of the matrix Σ. The 

value of Mahalanobis distance which has 2
jm   calculated 

for jth observation is given in Equation (2). In this 

formula, 2
jm expresses the distance of the jth observation 

vector to the mean vector. 

𝑚𝑗
2 = (𝑥𝑖𝑗 − 𝑥�̅�)

𝑇𝑆−1(𝑥𝑖𝑗 − 𝑥�̅�)                                               (2) 

where; 

S: Variance-covariance matrix of pxp variables, X: px1 

observation vector and X : px1 mean vector. 

In fact, in the closed form of equation (1), the 2
jm value is 

summed by standardizing p random variables each X 

with normal distribution. If an X random variable has 

Standard Normal Distribution, the Y random variable 

shown in Equation (3) has Chi-square distribution with 

p-freedom degree (Url2). 

 

𝑌 = 𝑋1
2 + 𝑋2

2 + ⋯ + 𝑋𝑝
2                                                            (3) 

In this case, 2
jm values have a distribution of 2

)(p . The 

outlier observations in the heart disease dataset that are 

the subject of this study, is determined using the 

following R program code. Furthermore, the web 

application which can run as R codes in Figure 1 is also 

designed in order to help the researchers to study easily 

(Url3). 
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Figure 1. R program sample codes 

 

3. Results and Discussion 

All 2
jm distances were calculated and finalized. As a result 

of this calculation, list of sixteen outlier observations is 

shown together with the observation number in Table 2. 

The "
2
im ", "sign" and "outcome" calculation list of the 

observations is shown in Table 3. While this list is being 

prepared, chi-square 95% confidence limit has been 

taken basis. "Outcome" value is marked as "1" in case of 

2
jm > 12.59 and in other cases it is marked as "0". 

Additionally the value "sign" takes the value α which is

 22
)6(1 jmP   . Also, outlier observations out of the 

chi-square 99% confidence limit is marked as “*”. "Object 

numbers" of these observations are 127,162, 173, 175, 

220 and 279. 

Table 2. Outlier observations list 

Object Number htc hgb mpv pdw nbp pulse 

11 51.1 17.4 7.32 18.9 80 50 

12 50.1 17.2 7.33 17.8 80 50 

96 31.1 9.4 11.90 12.1 100 87 

97 31.1 9.4 12.00 12.1 100 87 

126 38.0 16.0 11.90 12.2 60 77 

*127 37.0 16.0 11.10 19.1 60 77 

133 31.1 9.4 11.80 12.1 100 87 

*162 39.0 17.1 11.90 12.5 50 66 

171 28.9 8.9 8.12 16.9 30 82 

*172 38.0 17.9 11.80 13.6 40 66 

*173 36.0 17.9 13.20 13.6 40 66 

174 56.2 17.9 12.80 19.9 40 66 

175 37.0 17.9 12.90 17.7 40 66 

220 44.4 12.5 15.50 17.0 65 88 

263 41.8 13.6 15.50 17.1 71 91 

279 43.7 10.4 12.00 17.2 50 78 

 

Table 3. Outlier observation calculation result list 

Object Number mi2 sign outcome 

11 15.57 0.0163 1 
12 14.74 0.0224 1 

96 14.05 0.0291 1 

97 14.13 0.0282 1 

126 15.78 0.0150 1 

*127 19.09 0.0040 1 

133 13.98 0.0299 1 

*162 21.32 0.0016 1 

171 14.92 0.0209 1 

*172 32.92 0.0000 1 

*173 43.26 0.0000 1 

174 14.96 0.0206 1 

*175 39.58 0.0000 1 

*220 17.23 0.0085 1 

263 12.63 0.0493 1 

*279 23.78 0.0006 1 

mi2:Mahalanobis distance, sign:Chi-square α level of 
significance, outcome:Outcome of the observation test (0-
1) 

Some intermediate calculations are given as in the 

following. 

The variance-covariance matrix of the data set (S) is: 

 htc hgb mpv pdw nbp pulse 

htc 20.87 6.49 1.03 1.60 -5.60 7.65 

hgb 6.49 2.89  0.38   0.60 -4.29 -3.55 

mpv 1.03 0.38 4.17 -1.97 4.34 -0.61 

pdw 1.60 0.60 -1.97 8.77 -1.70 1.88 

nbp -5.60 -4.29 4.34 -1.70 258.62 20.72 

pulse -7.65 -3.55 -0.61 1.88 20.72 99.66 

The inverse of the variance-covariance matrix is: 







































01.000.000.000.001.000.0

00.000.000.001.001.000.0

00.000.013.007.003.001.0

00.001.007.028.004.001.0

01.001.003.004.020.136.0

00.000.001.001.036.016.0
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The mean vector of the data set is: 

 05.7499.5768.1593.900.1415.42

pulsenbppdvmpvhgbhtc

X
 

 

Additionally, the Q-Q plot of outlier observations is 

shown in Figure 2. In this graph, the threshold value has 

been drawn with a red line. The outlier observations are 

located to the right of this line. 

Researchers can identify outlier observations because of 

mistakes while examining them. In this case, they can 

analyze these observations by separating from the data 

set. However, if the outlier observation is the real 

observation value, it need to be careful to distinguish this 

observation from the data set. Because, in this case, 

information may be lost. Therefore, in both cases, the 

result of the statistical analysis should be examined and 

decided. 

 

4. Conclusions 

As the sample size increases in a statistical study, it is 

known that population parameters are to be approached. 

However, when there is a wrong entry at the observation 

value, it is moved away from the parameter values. 

Therefore, it has been shown in the present study 

whether there is any outlier observations in the 

multivariate data set beyond the 95% and %99 

confidence limit to detect such observations. 
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