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Numerical solution and stability analysis of a
nonlinear vaccination model with historical effects
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Abstract

In this paper, we extend the classical vaccination epidemic model from
a deterministic framework to a model with historical effects by formu-
lating it as a system of fractional-order differential equations (FDEs).
The basic reproduction number Rg of the resulting fractional model is
computed and it is shown that if Ry is less than one, the disease-free
equilibrium is locally asymptotically stable. Particularly, we analyti-
cally calculate a certain threshold-value for Ry and present the exis-
tence conditions of endemic equilibrium. By using stability analysis,
we prove stability and a-stability of the endemic equilibrium points.
The proposed model is applied on Pertussis disease and the fractional
nonlinear system of the model is solved by applying multi-step general-
ized differential transform method (MSGDTM). Our results show that
historical effects play an important role on the disease spreading.
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1. Introduction

In the epidemiology, mathematical models of infectious diseases are commonly used
to imply more realistic aspects of diseases spreading [19]. Many of current models are
an extension of the classical susceptible-infected-recovered (SIR) model of Kermack and
McKendrick [20]. During recent years, attentions of researchers have been given to vac-
cination and prevention policies [31, 21, 36, 4, 12]. The extension of SIR model that
includes vaccination is called SIRV. Different approaches are used to implement the SIRV
model. For example, Arino et al. applied ordinary differential equations [6] and Allen et
al. implemented the model based on stochastic differential equations [3]. In mentioned
approaches, the state of system at each time does not depend on the previous history of
system. Therefore, these approaches do not incorporate the historical effects and lead
to systems with no memory. However, many new works have been devoted to study of
spreading processes with memory [35, 33, 7]. Studying previous epidemics and the way
we have dealt with them can reveal new insights to present and future epidemics. For
example, human experiences from Plague and Influenza epidemics in the past helped to
contain the recent Fbola or Influenza outbreaks more effectively. Hence, the better idea
is developing new models with past memory and historical effects.

An appropriate candidate to employ past effects could be fractional calculus [22].
Fractional calculus, the generalized form of ordinary differentiation and integration to
non-integer order [25] has unique features such as nonlocality and memory, making it
highly applicable in many fields of science and engineering [34, 32, 9, 28]. There are
different definitions of the fractional derivative. Among them, Riemann-Liouville and
Caputo fractional derivative have been used more than others. Comparing these two
fractional derivatives, one easily arrives at the fact that Caputo derivative of a constant
is equal to zero, which is not the case for the Riemann-Liouville derivative [30]. The main
concern of the paper thus focuses on the Caputo derivative of order o > 0, which is rather
applicable in real application [15, 2]. Fractional calculus has previously been used in
epidemiological studies [11, 17, 10, 5]. Previous works rarely discussed about influences of
memory on spreading diseases in a epidemic model which includes vaccination strategies.

In this work, we extend the classical SIRV epidemic model from a deterministic frame-
work to a model with historical effects. To consider long-time historical effects, we choose
a power-law function as kernel with respect to time such that distant past events have
far less effect on present, compared to near past events. This kernel guarantees exis-
tence of scaling feature as it is an intrinsic nature of most phenomena [23, 29]. Applying
fractional calculus produces a system of fractional-order nonlinear differential equations
(FDEs). We investigate the influences of memory on diseases outbreak in the model. We
also solve the nonlinear fractional system by using the multi-step generalized differential
transform method (MSGDTM) which is a modified version of GDTM [27]. It is shown
that the approximate solutions obtained by MSGDTM algorithm are more accurate than
GDTM during a longer time [26, 14].

The rest of the paper is organized as follows. In the next section, by using fractional
calculus operators, the classical SIRV epidemic model is transformed from a deterministic
framework to a model with historical effects. In Section 3, we first evaluate the disease-
free equilibrium point of our fractional model and show that if the basic reproduction
number Rp is less than one, this equilibrium point is locally asymptotically stable. Then,
it is shown that the fractional model may has multiple endemic equilibrium points. In
such case, we exactly obtain a certain threshold-value of Ry denoted by Rc. According to
parameters Ro and R¢, we express existence conditions of endemic equilibrium points and
some stability results are proved. Specially, it is proved that the stability conditions of the
endemic equilibrium points depend on the value of a. Section 4 describes the multi-step
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generalized differential transform method (MSGDTM) for solving the fractional nonlinear
system obtained in Section 2. In Section 5, we solve the proposed fractional SIRV model
for parameters values of Pertussis disease. Then, the numerical results are presented to
demonstrate the influences of memory on the disease spreading. Finally, conclusions are
given in Section 6.

2. SIRV model with historical effects

The standard SIRV model is described by a system of ordinary fractional differential
equations given by

S'(t) = (1— mb —bS (&) = BI(t) S (t) — ¢S (t) + 0V (1) + IR (1),

(2.1) I'(t) =BI) S () +oBIR) V(L) = (b+p) I (1),
' RI(t) =pl(t) — (0 +b) R(1),
V’(t)—ﬁb+¢5() (b+0)V(t) —oBI(t) V(1)

with the following non-negative initial conditions:
(2.2) 5(0) = So, 1(0) =1Io, R(0)=Ro, V(0)=W,

in which I(t), S(t), R(t) and V(t) denote the number of infected, susceptible, recovered
and vaccinated individuals in the population, respectively. Also, the population size is
constant and it is assumed I(¢) + S(t) + R(t) + V(¢) = 1 at any time ¢. In this model, it
is assumed that death and birth occur with the same constant rate b > 0. Newborns are
vaccinated with the rate n € [0, 1] at birth. Parameter 3 is the transmission rate between
infected and susceptible individuals. Also, the factor 1 — o is the effect of vaccine, which
means that if ¢ = 0, the vaccine is complete and if 0 < o < 1, the vaccine is incomplete.
Moreover, ¢ is the vaccination rate. The vaccine does not provide lifelong protection and
its protection is reduced with the rate 0. Infected individuals are recovered with the rate
© > 0 and have temporary immunity. They leave this immunity with the rate 9.

The ordinary differential equations describe a epidemic process with no memory and
historical effects. In order to consider the historical effects, we first rewrite system (2.1)
in terms of time dependent integrations as follows:

(2.3)

S'(t) = fo —[(L=mb—bS (&) — BI(£) S (&) — pS (&) + OV (E) + IR (€) ]dg,
I't=Jy ( E)[ﬂf(i) (&) +oBIE)V(E) — (b+p) I (8)]d,

R'(t) = fo —&)[pI (&) — (¥ +b) R(8) ] d,

V(1) = [, ( —&)[nb+ 65 (&) — (b+ OV (E) — aBI () V(§)]dS,

in which (¢t — &) is assumed as kernel with respect to time and is equal to Dirac delta
function 0(¢t — &). Dirac delta function can be replaced with any arbitrary function which
leads to a type of time correlations. To consider long-time historical effects, we choose a
power-law function as kernel such that distant past events have far less effect on present,
compared to near past events. We define the power-law kernel by

1

m(t -7,

(24)  K(t—€) =

which a € (0,1] and I'(.) is the Gamma function. According to this definition, the
strength of historical effects is increased by reducing the value of a. By substituting this
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new power-law kernel in the system (2.2), we obtain

S0 = = [, €= M= =bS @ = A1(©)5(€) =65 (&
+ 0V (&) + IR (§)]de,
I'(t) = wa=g5 Jo t =& [BI(€) S (&) +oBI () V(&) — (b+p) I (§)]de,
R(t) = sy Jo (0 = ) *[uI (§) — (9 +b) R(€) ]dg,
V() = wa=py Jo (6= &) [nb+6S (&) — (b+0)V(€) — oBI () V(1)]de.
Using fractional calculus [30, 25|, for a function g : [a,b] — IR, the left fractional
integral of order o > 0 is defined by

(2.6) W I%g(t) = F(la) / (t — 2)°g(z)de.

(2.5)

So, it is obvious that the right hand side of the above system is a fractional integral of
order (a — 1) on the interval [0,¢]. For a continuous function g(¢) on the [a, b] interval,
left Caputo derivative of order o > 0 is defined as follows [8, 16]:

(2.7) 0 Dig(t) = o """ D"g(t),

where n is an integer number satisfying o € (n — 1,n) and D = %. By applying the
fractional Caputo derivative of order (o — 1) on both side of the preceding system, we
obtain the following system

§DPS (t) = (1 —m)b—bS (t) — BI () S (t) — ¢S (t) + OV (t) + VR (t),
GDPI(t) = BI(t) S () +oBI)V(E) = (b+n)I(1),

(DI R(t) = pl () — (9 +b) R(?),

§DPV (t) =nb+ ¢S (t) — (b+ )V (t) — oBI () V(1)

In this representation, the governing equations of the system (2.8) have fractional
derivatives of order a € (0,1] in the sense of Caputo which guarantee the presence of
memory. The strength of memory effects can be controlled by a. As a approaches to 1,
the influences of memory are decreased and the system (2.8) tends to a system with no
memory, i.e. standard SIRV model.

Similar to [11], it is easy to show that the initial value problem (2.8)-(2.2) is well
posed, namely solutions remain non-negative for non-negative initial conditions. As the
population is constant, we have V (t) =1 — S (¢t) — I (t) — R (t) at any time ¢. Therefore,
we can consider the following system instead of (2.8)

(2.8)

(2.9)
oDy S (t) = f1(S(t), I(t), R(1))
=b+0—nb—(b+¢+6)S(t)—BI{)S(t)—0I(t)+ (¥ —O)R(t),
oD (t) = f2(S(1), 1(1), R(t))
= (0B —b—pI(t)+ (B —aB)I(t)S(t) — oBI(t)R(t) — oBI* (1),
oDER(t) = f3(S(t), I(t), R(1))
=l (t) = (9 +b) R(t).

In the next section, we investigate the influences of memory on diseases outbreak in the
obtained fractional SIRV model.

3. Asymptotic stability of equilibrium points

It is obvious that if £ = (Se, I, Re) is an equilibrium point of the system (2.9) then
E = (Se, I, Re, Ve) is an equilibrium point of the system (2.8) where V. = 1—Se— I — Re.
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Therefore, we investigate existence and stability conditions of equilibrium points of the
system (2.9) in this section. The equilibrium points of the system (2.9) satisfy in the
following system

oD7S () =0,
3.1) oD (t) =0,

So, the system (2.9) always has the following unique disease-free equilibrium
~ o a = b+60—nb

3.2 E=(S,I,R)=—7+—,0,0).

@ 5owam- ()

According to the system (3.1), the endemic equilibrium points are obtained by solving
the quadratic equation P (I) = AI® + BI + C = 0, where

A_fUBQ(b-I-ﬂ-I-/L)
N b+9)
(3.3) B:aﬁ2—a,6b—aﬂ¢—a,6u—6b—ﬁ9—%(b+0+a¢),

C=B(b+0¢+6+onb—nb)—(b+pu)(b+d+0).

It can be shown that if I* be a positive real root of the above quadratic equation then
E* = (S*,I", R") is the endemic equilibrium point of the system (2.9) where

g b+ 0) (bt p—0p) +aBI" (b+9 +p)
(3.4) (b+9)B(1-0) ’
o pl”
b+ Y

According to the system (3.1), if E* = (S*,I", R") be an endemic equilibrium point then
(08 —b— 1) + (B — aB)S"(t) — oBR"(t) — oBI" (1) = 0.
Therefore, we have
oB(1—S"(t) —I"(t) — R*"(t)) + BS™(t) = b+ p.
On the other hand, the population is constant and V*(t) = 1 — S*(t) — I*(t) — R*(¢).

Hence, we obtain oV*(t) + S*(t) = HT“ < 1. Thus if 8 < b+ p, then the system (2.9)
has no endemic equilibrium point.

3.1. Theorem. Let

55) R B (b+9+aq§—nb(1—a))’

T bt b+0+o

be the basic reproduction number. Then, the disease-free equilibrium E of the system
(2.9) is locally asymptotically stable if Ro < 1.

Proof. We perturb the disease-free equilibrium E = (§, f, E) by adding positive terms
e1(t), e2(t) and e3(t), respectively, that is

S(t)=S+ei(t), It)=1+eat) and R(t) = R+ es(t).
According to the systems (2.9) and (3.1), we obtain
§Dfer(t) = fi (S +ei(t), I +ea(t),R+es(t)),
§Dfex(t) = fo (S+e1(t), I +ea(t), R+es(t)),
§Dfes(t) = f3 (S +e1(t), I +ea(t), R+ es(t)
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For i = 1,2,3, we have

ﬁ(§+m@ﬁ4eﬁ%§+a@):ﬁ@jja+gg

fi
o1

(S, L,R) «1(t)

fi
OR

+ (S, I, R) ea(t) + (S, I, R) es(t).

By replacing fi(g, I, ﬁ) =0, for i = 1,2, 3, we attain the following linearized system
oDie = Je,

with initial values

El(O)ZSo—S, 62(0):[0—7 and 83(0)=R0—E,

where & = (e1(t),£2(t),e3(t))” and J is the Jacobian matrix evaluated at the point E.
We have B~! J B = C where C is a diagonal matrix of J given by

A1 0 0
C= 0 X 0 |,
0 0 X3

where A1, A2 and A3 are the eigenvalues of J and B is the eigenvectors of J. By considering
J = BCB™!, we obtain the linear fractional-order system

oDy ¢ =Cq,

where ¢ = (Ci(t), C2(t),¢3(t))" = B™'e. The solutions of the above system are given by
Mittag-LefHler functions

o tnO‘)\in o o
G(t) = ; m@(o) = Ea(Ait™)(i(0), i=1,2,3.

According to results of Matignon [24], if |arg Ai| > aF then (;(t) is decreasing and there-
fore €;(t) is also decreasing, for each ¢ = 1,2,3. Thus, the disease-free equilibrium point
E is asymptotically stable if all the eigenvalues \; of the Jacobian matrix J evaluated at
E satisfy the following condition:

™

(3.6) larg A;| > ag

The Jacobian matrix of the system (2.9) evaluated at E is as follows:

~ —b—¢—0 —ECmEBl g —0+9
J(E) = 0 B(l—o)Wmtl L 55 p— 0
oFp+0 s
0 I —b—19

It is enough to show that all eigenvalues of J(E), have negative real parts. The eigenvalues
of J(E) are

B(b+6+0+nbo —nb) — (b+p) b+ +9)
b+0+6

—(b+9),-(b+0+9),

It can be shown that if Ry < 1, then

(b+ 60+ 0¢+nbo —nb) < (b4 )
b+0+¢ B

and all the eigenvalues of J(E) have negative real parts. O
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We can show that C = (b+ p) (b+ 60 + ¢) (Ro — 1). Therefore, the following equation
can be considered instead of the equation P(I) =0,
—AI” —BI

BN QU= orere T ormbrare LT o

When 8 > b+ p, if the quadratic equation Q(I) = Ro has no, one or two positive real
root, then the system (2.9) has no, one or two endemic equilibrium points. In the next
theorem, we exactly obtain a minimum of Ry and prove that it can be considered as a
certain threshold-value of Ro.

3.2. Theorem. Let
(b+9)(c(b+¢+p)—aB+b+0)+ub+0+o¢)?
4o (b+9) (b+p) (b+9+u) (b+ 6+ ¢)
be the minimum value of the curve Q(I) and B > b+ u, then
o > 1 or Rop = 1, > 0, then the system (2. as the unique endemic
(1) If R 1 R 1, B > 0, then th (2.9) has th ) dems
equilibrium point E,.
(2) If Re = Ro < 1 and B > 0, then the system (2.9) has the unique endemic
equilibrium point E.
(3) If Re < Ry <1 and B > 0, then the system (2.9) has two endemic equilibrium
points EY, E5.
(4) If Ro < Rc, then there is no endemic equilibrium point.

Rc=1-—

Proof. Since A < 0, the curve Q(I) has a minimum value. By direct calculation, it is
obtained that this minimum value occurs at point (I¢, Rc) where

o — b+9)(of—b—0—0c(b+d+u)—pub+0+00)
208 (b+ 9+ p) ’
(b+9) (o (b+¢+p)—aB+b+0)+ub+0+0d))°
40 (b+0)(b+p) b+ +p) (b+ 60+ ¢) '
As mentioned above, the y-intercept of curve y = Q(I) is 1. Therefore, there are the
following cases:

Roc=1-—

(1) If Ro > 1, then the equation (3.7) has two real roots and one of them is non-
negative and greater than Ic. If Ry = 1, then the equation (3.7) has a non-zero
real root such that it is non-negative and greater than I when B > 0. So, the
system (2.9) has the unique endemic equilibrium point E;, such that I;; > Ic.

(2) If Re = Ro < 1, then the equation (3.7) has a repeated real root which is
non-negative when B > 0. Thus, the system (2.9) has the unique endemic
equilibrium point E; such that I} = I¢.

(3) If Re < Ro < 1, then the equation (3.7) has two real roots I and I5. If B > 0,
then these roots are non-negative. Thus, the system (2.9) has two endemic
equilibrium points E{ and F5 such that I7 < Io < I5.

O

In the following theorem, it is shown that the stability of endemic equilibrium points
introduced in Theorem 3.2 is related to value of «.

3.3. Theorem. Suppose E;, E}, Ef and E5 be endemic equilibrium points introduced
in Theorem 3.2, then:

(1) Endemic equilibrium points E} and ET are unstable.
(2) Ifa < %, endemic equilibrium points E;, and E5 are locally asymptotically o-
stable.

(3) Ifa> 2 and ¥ > 0, E;; and E3 are locally asymptotically stable.
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Proof. The Jacobian matrix of the system (2.9) evaluated at the endemic equilibrium
point E* is given by

—-b—¢p—0—-pI" —-BS*—6 —0+9
J(E™) = BI* (1 —o0) —ofBI* —Z,BI;
0 I —b—

According to the proof of Theorem 3.1, if all eigenvalues of the Jacobian matrix J(E™)
satisfy the condition (3.6), then the endemic equilibrium point E* is asymptotically
stable. The characteristic equation of this matrix is P(A\) = A*> + a2\ +a1A 4+ ao = 0
where

ar =204+9+0+¢+BI"(1+0),

a1 =b+39)b+¢+0)+BI" (20 +opu+odp+0od+b+9+6)
+ BT (oI" 4+ (1 — 0)S™),

ao =Bl [p@—9) +ou(b+9+¢)+ (b+9)(0+ cb+ o¢)]
+ 81 (1 =) (b+9)S* + ol (u+b+9)]
=208%(b+ 0+ p)I* (I — Ic).

(3.8)

For every endemic equilibrium point E*, it is obvious that a1,a2 > 0. According to
the proof of Theorem 3.2, for the endemic equilibrium point E}, we have I = I and
aop = 0. So, the endemic equilibrium point F is unstable. Similarly, for the endemic
equilibrium point ET, we have IT < I¢, then ap < 0. From Descartes’ rule of signs, it
is clear that the equation P(\) = 0 has at least one positive real root. Therefore, the
endemic equilibrium point E7 is unstable. For the endemic equilibrium points E;, and
E5, we have I; > Ic and I3 > Ic, respectively. So we obtain ap > 0. From Descartes’
rule of signs, the equation P()\) = 0 has three negative real roots or one negative real
root and two complex roots. If the equation P(A\) = 0 has three negative real roots, then
E;, and E; are stable. We now assume the equation P(\) = 0 has one negative real root
A1 = —z and two complex roots A2 3 = x £ iy, then

P\ =2+ A% (=22 + 2) + Az® + 3 — 222) + 2(2® + ¢°).
Therefore, we have
as = —2r+ 2, a1 = z2 4 y2 —2x2, ap = z(at2 + y2).

If aza1 — ap > 0, then —2x [(w — z)2 +y2] > 0. So, if aza1 — ap > 0, then A2 and A3
must have negative real parts. It can be shown that if ¥ > 0, then asa; —ap > 0 and the
roots of equation P(A) = 0 have negative real parts. Furthermore, we have a2,a1 > 0, so
2+ y2 > 2xz and z > 2z. Thus we obtain

2
x2(1 + :%) > 2xz > 42°.
Y

The above equation show that sec®(ArgAzs) >4 and 7 < Arg(A2,3) < 2F. So, if a < 2,
then |ArgAz ;3] > af and Ej, E3 are stable. d

Theorem 3.3 shows that the stability of the endemic equilibrium points can be con-
trolled by modifying the order of the fractional derivatives. In the fact, the fractional
SIRV model can be achieved the steady state meanwhile standard SIRV model is un-
stable. Hence, considering historical effects increase the stability region of the SIRV
model.
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4. MSGDTM algorithm to solve the nonlinear fractional system
(2.9) with initial values (2.2)

In recent years, Odibat et al. introduced a new method, called the generalized dif-
ferential transform method (GDTM), for solving linear and nonlinear fractional-order
differential equations [27]. Although the GDTM is used to provide approximate solu-
tions for a wide class of nonlinear problems in terms of convergent series, it has some
drawbacks. The series solution always converges in a very small region and it has been
shown that the obtained approximate solution is valid only for a short time in some prob-
lems [13, 26]. Here, we solve the nonlinear fractional system (2.9) with initial values (2.2)
by applying the multi-step generalized differential transform method (MSGDTM) which
is a modified version of GDTM. It is shown that the approximate solutions obtained by
MSGDTM algorithm are more accurate than GDTM during a longer time [26, 14]. Also,
it is shown that MSDTM has a significant performance compared with the Runge-Kutta
method when the order of the derivative is one [1].

Assume that the interval [0, 7] is divided into M subintervals [tm,—1,tm] by using the
nodes t,, = mh where h = T/M and m = 1,2,..., M. The main ideas of the MSGDTM
are as follows:

First, we apply the GDTM to the initial value problem (2.9)-(2.2) over the interval
[0,¢1]. The Kth-order approximate solutions can be expressed by the following finite
series

Si(t) = é} S (nyte,
(4.1) Li(t) = éi(n)t“”,
Ri(t) = éﬁl(n)t‘”’,

in which Si(n), I1(n) and Ri(n) are the differential transforms for S(t), I(t) and R(t)
over the interval [0,¢1], respectively. These transforms satisfy the following recurrence
relations

T'(an+1)
Pla(n+1)+1)

=B TM)S(n—1)—6I(n) + (¥ — H)E(n)} ,
=0

(4.2) dTi(n+1)= %

—O',BZR n—l—aﬁz n—l}

Ri(n+1)= % {,u[(n) -9+ b)ﬁ(n)] :

Si(n+1) = [(b+9—nb)5(n) —(b+o+60)S(n)

[(Uﬁ—b—uﬁ( —U,BZ H)I(n—1)

where §(n) = 1 when n = 0 and equals 0 otherwise. The differential transforms of the
initial values are given by S1(0) = So, 11(0) = Ip and R1(0) = Ryo.

For m > 2, we now apply the GDTM to the initial value problem (2.9)-(2.2) over
the interval [tm—1,tm]. We repeat the process and generate a sequence of approximate
solutions Sy, (t), Im(t) and Ry, (t) for m = 2,3, ..., M. Finally the MSGDTM yields the
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following solution:

e
=

I
M=

n:0§1 (n)ten, t€[0,t]

43) S = Sa(t) = éOEQ(n)(t — )", t € [t1, t2]
Su(t) = éDEM(n)(t —tm-1)*", tE [tm—1,tm],
L(t) = éofl(n)t”, t € [0,t1]

@44 1= L(t) = éjﬁn)(t —1)*", t € [t1, t2]
In(t) = éOTM(n)(t —tm—1)", t € [tam—1,tm],
Ri(t) = éoﬁl (n)tem, t€[0,t1]

45) R = Ra(t) = njijoﬁg(n)(t —t1)°", t € [t1, to]

K __
Ru(t) = 30 Ru(n)(t —tar—1)*", ¢ € [tar—1,tum],

n=0
where S, (n), Im(n), and R (n) for m = 1,2, ..., M satisfy the recurrence relations in
the system (4.2) with initial conditions S,,,(0) = Sp(tm-1) = Sm—1(tm-1), Im(0) =
Im(tm—l) = m—l(tm—1)7 and Rm(o) = Rm(tm—l) = R'm—l(tm—l)-

5. Numerical results

Parameters List for pertussis disease

Parameter | Value/days Meaning
b 1/(75 x 365) | Average lifetime 75 years
n 0.9 Ratio of vaccinated newborns
0 1/(5 x 365) | Average vaccine waning time
B8 0.4 Transmission rate
m 1/21 Average infectious period 21 days
¢ 0.05 Vaccination rate
9 1/31 Average immunity period 31 days
o 0t0 0.2 Effective rate of vaccine is between 0.8 to 1

Table 1. Parameter values obtained from an study on pertussis disease.

To illustrate the numerical results, we use the parameter values obtained from an
study on pertussis disease [18]. These value are shown in Table 1. In Table 2, equilibrium
points of the system (2.9) are computed using values of Table 1 for o = 0.15, ¢ = 0.1 and
o = 0.05. It can be seen that if o = 0.15, the value of Ry is greater than 1 and the model
has the unique endemic equilibrium point E;;. On the other hand if o = 0.1, the value
of Ry is between 1 and Rc and the model have two endemic equilibrium points E7 and
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E3. Moreover, if o = 0.05, the value of Ry is less than 1 and the model has the disease-
free equilibrium point E. These results are consistent with Theorem 3.2 meaning that
the values of Ry and R¢ play an important role on the stability analysis of equilibrium
points. Table 2 shows that by increasing the effect of vaccine (by decreasing parameter
o) the pertussis disease can be contained.

Numerical results for existence of equilibrium points
o Ro Rco B Equilibrium points
0.15 | 1.336832 | 0.698558 | 0.013138 | E? = (0.0822845,0.2715756, 0.4004438,0.2456951)

E7 = (0.0281086,0.0248889, 0.0366992, 0.9103032)

0-1 | 0.921731 | 0.807790 | 0.008566 E3 = (0.0739100,0.1914716, 0.2823288, 0.4522895)

0.05 | 0.506629 | 0.916437 | 0.003993 Ez(0.0109045,0,0,0.9890955)

Table 2. Show equilibrium points of the system 2.9 using values of
Table 1 for 0 = 0.15, 0 = 0.1 and o = 0.05.

According to Theorems 3.1 and 3.3, we expect the equilibrium points E;;, E] and E
to be locally asymptotically stable and the equilibrium point E5 to be unstable. Here, we
apply MSGDTM algorithm to solve the system (2.9) for o = 0.15, 0 = 0.1 and o = 0.05
using values of Table 1 and the following initial values:

(5.1)  S(0) =0.8,1(0) = 0.2, R(0) = 0, V(0) = 0.

The numerical results are shown in Figures 1, 2 and 3. These figures show that the system
(2.9) achieves in the steady state for all four cases of a. These results confirm the results
of Theorems 3.1 and 3.3. As we can see, the numerical solutions depend continuously on
the fractional-order derivative o and the model reaches the equilibrium point at a faster
rate by reducing a. In other words, the model approaches the steady state at a faster
rate when the effect of memory factor is increased.
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Figure 1. Numerical simulation of the system (2.9) with initial con-
ditions (5.1) for the parameters introduced in table 1, 0 = 0.15 and
o =0.6,0.8,0.9,1.
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Figure 2. Numerical simulation of the system (2.9) with initial con-
ditions (5.1) for the parameters introduced in table 1, o = 0.1 and

a=10.6,0.8,0.9,1.

In order to demonstrate the influences of memory on disease spreading, we compare
the approximate solutions evaluated in Figure 2 with the equilibrium point E3 of Table
2. Figure 4 reveals the 2-norm error of the approximate solutions evaluated in Figure 2.
As we can see, the error decreases when the time is increased for different values of «.
Therefor, the approximate solutions evaluated in Figure 2 converge to the equilibrium
point E3 in all cases. Moreover, the convergence of solutions to E5 can be reached faster
by reducing «, increasing the strength of historical effects. It should be noted that the
step size 0.05 was used in evaluating the approximate solutions in Figures 1-3. Obviously,
the efficiency of this approach can be dramatically enhanced by decreasing the step size
and computing further terms or components of S(t), I(t), R(t) and V (t).
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Figure 3. Numerical simulation of the system (2.9) with initial con-
ditions (5.1) for the parameters introduced in table 1, 0 = 0.05 and
a=0.6,0.8,0.9,1.

6. Conclusion

In this paper, we generalized the classical SIRV model to a model with historical
effects using fractional calculus. We determined the basic reproduction Ry and proved
that if Ro < 1, the disease-free equilibrium is locally asymptotically stable. In standard
SIRV model, it is numerically shown that Ry must be further reduced to be less than a
threshold-value in order to ensure that the disease exterminate [6]. But this value has not
been obtained exactly. Here, we analytically calculated the threshold-value of Ry, denoted
by Rc. Using the values of Ry and R¢c, we expressed the existence conditions of the
endemic equilibrium points in Theorem 3.2. Using stability analysis, we proved Theorem
3.3 for the stability and a-stability of the endemic equilibrium points. Theorem 3.3 shows
that the stability of the endemic equilibrium points can be controlled by modifying the
value of a. In the fact, the fractional SIRV model can be achieved in the steady state
by controlling the parameters that affect a. For the parameters values of Table 1 which
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Figure 4. Plot the 2-norm error of the approximate solutions evalu-
ated in Figure 2 for « = 0.6,0.8,0.9, 1.

are related to pertussis disease, we numerically studied results of Theorem 3.2 in Table2.
We applied MSGDTM algorithm to the system (2.9) with initial conditions (5.1) using
values of Table 1 for ¢ = 0.05, ¢ = 0.1 and o = 0.15. The simulated results shown in
Figures 1-3 confirm Theorem 3.3. Furthermore, the influences of memory on the disease
spreading is illustrated.
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