
Hacettepe Journal of Mathematics and Statistics
Volume 47 (6) (2018), 1537 � 1551

Lyapunov inequalities for dynamic equations via
new Opial type inequalities
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Abstract

In this paper, we prove some new dynamic inequalities of Opial type on
time scales. By employing these new inequalities we establish some new
Lyapunov type inequalities for a second order dynamic equation with
a damping term. These new Lyapunov inequalities give lower bounds
on the distance between zeros of a solution and/or its derivative.
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1. Opial's type inequalities

In this section, we prove some new dynamic Opial-type inequalities on a time scale T.
The main results in this section present a slight improvement on some Opial inequalities
proved in the literature. Before doing this, we give a brief introduction on the devel-
opment of Opial's type inequalities and some concepts related to time scales calculus.
In 1960, Z. Opial [18] published an inequality involving integrals of a function and its
derivative of the form

(1.1)
∫ h

0

∣∣∣f(t)f
′
(t)
∣∣∣ dt ≤ h

4

∫ h

0

∣∣∣f ′(t)∣∣∣2 dt,
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where f ∈ C1[0, h], f(0) = f(h) = 0, and f > 0 on (0, h), and the constant h/4 is the
best possible. Olech [17] extended the inequality (1.1) and proved that if f is absolutely
continuous on [0, h] and f(0) = 0, then

(1.2)
∫ h

0

∣∣f(t)f ′(t)
∣∣ dt ≤ h

2

∫ h

0

∣∣f ′(t)∣∣2 dt.
These two inequalities were generalized and extended on time scales; for more details, we
refer the reader to the book [2]. Time scales were introduced in [13] to unify the study
of di�erential and di�erence equations. A time scale T is an arbitrary nonempty closed
subset of the real numbers R. The three most popular examples of calculus on time scales
are di�erential calculus, di�erence calculus, and quantum calculus, that is, when T = R,
T = N and T = qN0 = {qt : t ∈ N0} where q > 1. The forward jump operator and the
backward jump operator are de�ned by:

σ(t) := inf{s ∈ T : s > t}, ρ(t) := sup{s ∈ T : s < t}.

A function f : T→ R is said to be right�dense continuous (rd�continuous) provided f is
continuous at right�dense points and at left�dense points in T, left hand limits exist and
are �nite. The set of all such rd�continuous functions is denoted by Crd(T). For more
details of time scale analysis, we refer the reader to the books by Bohner and Peterson
[5, 6]. We will use the following product and quotient rules for the derivative of the
product fg and the quotient f/g (where ggσ 6= 0, here gσ = g ◦ σ) of two di�erentiable
function f and g

(1.3) (fg)∆ = f∆g + fσg∆ = fg∆ + f∆gσ, and
(
f

g

)∆

=
f∆g − fg∆

ggσ
.

The chain rule formula is given by

(1.4) (xγ(t))∆ = γ

1∫
0

[hxσ + (1− h)x]γ−1 dhx∆(t),

which is a simple consequence of Keller's chain rule [5, Theorem 1.90]. In this paper,
we will refer to the (delta) integral which we can de�ne as follows. If G∆(t) = g(t),
then the Cauchy (delta) integral of g is de�ned by

∫ t
a
g(s)∆s := G(t) − G(a). It can

be shown (see [5]) that if g ∈ Crd(T), then the Cauchy integral G(t) :=
∫ t
t0
g(s)∆s

exists, t0 ∈ T, and satis�es G∆(t) = g(t), t ∈ T. An in�nite integral is de�ned as∫∞
a
g(t)∆t = limb→∞

∫ b
a
g(t)∆t. On discrete time scales

∫ b
a
g(t)4t =

∑
t∈[a,b) µ(t)g(t).

The integration by parts formula on time scales is given by

(1.5)
∫ b

a

u(t)υ∆(t)∆t = [u(t)υ(t)]ba −
∫ b

a

u∆(t)υσ(t)∆t.

Hölder's inequality on time scale [5, Theorem 6.13] is given by

(1.6)
∫ b

a

|u(t)υ(t)|∆t ≤
[∫ b

a

|u(t)|q ∆t

] 1
q
[∫ b

a

|υ(t)|p ∆t

] 1
p

,

where a, b ∈ T, u, υ ∈ Crd([a, b]T,R), p > 1 and 1
p

+ 1
q

= 1. Throughout this paper,
we will assume that the functions in the statements of the theorems are positive and
rd-continuous functions and the integrals considered are assumed to exist. Without loss
of generality, we assume that supT = ∞, and de�ne the time scale interval [a, b]T by
[a, b]T := [a, b] ∩ T.

In the following, we present some results for dynamic Opial type inequalities that
serve and motivate the contents of this paper. In [4] the authors extended (1.2) to an
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arbitrary time scale T and proved that if y : [0, b] ∩ T −→ R is delta di�erentiable with
y(0) = 0, then

(1.7)
∫ h

0

|y(t) + yσ(t)|
∣∣∣y∆(t)

∣∣∣∆t ≤ h ∫ h

0

∣∣∣y∆(t)
∣∣∣2 ∆t.

In [24] the authors showed that if p, q ∈ Crd
(
[a, b]T,R+

)
and y ∈ C1

rd ([a, b]T,R) with
y (a) = 0, then for k > 1, λ > 0 and 0 < γ < k

(1.8)
∫ b

a

q(t) |y(t)|λ
∣∣∣y∆(t)

∣∣∣γ ∆t ≤ K(λ, γ, k)

[∫ b

a

p(t)
∣∣∣y∆(t)

∣∣∣k ∆t

](λ+γ)/k

,

where

K(λ, γ, k) :=

(
γ

λ+ γ

)γ/k ∫ b

a

(
qk(t)

pγ(t)

) 1
k−γ

(∫ t

a

p
−1
k−1 (s)∆s

)λ(k−1)
(k−γ)

∆t


k−γ
k

.

In [1] the authors established that if p, q ∈ Crd
(
[a, b]T,R+

)
and y ∈ C1

rd ([a, b]T,R) with
y (a) = 0, then for λ ≥ 1, γ ≥ 0 and k > γ + 1

(1.9)
∫ b

a

q(t)
∣∣∣(yλ)∆(t)(y∆(t))γ

∣∣∣∆t ≤ K {∫ b

a

p(t)
∣∣∣y∆(t)

∣∣∣k ∆t

}λ+γ
k

,

where

K := c


∫ b

a

(q(t))
k

k−γ−1

(
R
kλ−λ−γ
k−γ−1

)∆

(t)

(p(t))
kγ

(k−1)(k−γ−1)

∆t


k−γ−1
k

with

c = λ

(
k − γ − 1

kλ− λ− γ

) k−γ−1
k

(
γ + 1

λ+ γ

) γ+1
k

and R(t) =

∫ t

a

∆s

(p(s))
1
k−1

.

As a special case of (1.9) if γ = 0, then

(1.10)
∫ b

a

q(t)
∣∣∣(yλ)∆(t)

∣∣∣∆t ≤ K1

{∫ b

a

p(t)
∣∣∣y∆(t)

∣∣∣k ∆t

}λ
k

,

where

K1 =:

{∫ b

a

(q(t))
k
k−1

(
Rλ
)∆

(t)∆t

} k−1
k

.

In the following, we prove some new inequalities of Opial's type on time scales.

1.1. Theorem. Assume that T be a time scale with a, τ ∈ T, k > 1, λ ≥ 1, 0 < γ < k
and k ≥ λ + γ. Let p, q ∈ Crd

(
[a, τ ]T,R+

)
such that

∫ t
a

(p(s))−1/(k−1)∆s < ∞. If
y : [a, τ ]T → R is delta di�erentiable with y(a) = 0, then

(1.11)
∫ τ

a

q(t) |yσ(t)|λ
∣∣∣y∆(t)

∣∣∣γ ∆t ≤ G1(λ, γ, k)

[∫ τ

a

p(t)
∣∣∣y∆(t)

∣∣∣k ∆t

](λ+γ)/k

,
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where

G1(λ, γ, k) : = 2λ−1

(
γ

λ+ γ

)γ/k ∫ τ

a

(
qk(t)

pγ(t)

) 1
k−γ

(∫ t

a

p
−1
k−1 (s)∆s

)λ(k−1)
(k−γ)

∆t


k−γ
k

+2λ−1 (τ − a)
k−λ−γ

k sup
a≤t≤τ

(
µλ (t) q(t)

(p(t))
λ+γ
k

)
.

Proof. Since y(a) = 0, we have that

(1.12) |y(t)| ≤
∫ t

a

∣∣∣y∆(s)
∣∣∣∆s =

∫ t

a

(p(s))−1/k (p(s))1/k
∣∣∣y∆(s)

∣∣∣∆s.
Applying Hölder inequality (1.6) with indices k/(k − 1) and k on the right hand side of
(1.12), we get

(1.13) |y(t)| ≤
(∫ t

a

(p(s))−1/(k−1)∆s

)(k−1)/k (∫ t

a

p(s)
∣∣∣y∆(s)

∣∣∣k ∆s

)1/k

.

This implies that

(1.14) |y(t)|λ ≤
(∫ t

a

(p(s))
−1
k−1 ∆s

)λ(k−1)/k (∫ t

a

p(s)
∣∣∣y∆(s)

∣∣∣k ∆s

)λ/k
.

Now, let

(1.15) z(t) :=

∫ t

a

p(s)
∣∣∣y∆(s)

∣∣∣k ∆s.

This gives

(1.16) z∆(t) = p(t)
∣∣∣y∆(t)

∣∣∣k > 0,

and hence

(1.17)
∣∣∣y∆(t)

∣∣∣γ =

(
z∆(t)

p(t)

)γ/k
and

∣∣∣y∆(t)
∣∣∣λ+γ

=

(
z∆(t)

p(t)

)(λ+γ)/k

.

Now, since yσ = y + µy∆ by applying the inequality

(1.18) |a+ b|λ ≤ 2λ−1
(
|a|λ + |b|λ

)
, for λ ≥ 1,

we have that

(1.19) |yσ|λ =
∣∣∣y + µy∆

∣∣∣λ ≤ 2λ−1

(
|y|λ + µλ

∣∣∣y∆
∣∣∣λ) .

Since q is a positive function on [a, τ ]T , we have from (1.14), (1.17) and (1.19) that

q(t) |yσ(t)|λ
∣∣∣y∆(t)

∣∣∣γ
≤ 2λ−1

[
q (t) |y (t)|λ

∣∣∣y∆(t)
∣∣∣γ + µλ (t) q(t)

∣∣∣y∆(t)
∣∣∣λ+γ

]
≤ 2λ−1q(t)(p(t))

−γ
k

(∫ t

a

(p(s))
−1
k−1 ∆s

)λ(k−1)/k

× (z(t))λ/k
(
z∆(t)

)γ/k
+2λ−1µλ (t) q(t)

(
z∆(t)

p(t)

)(λ+γ)/k

.
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This implies that

∫ τ

a

q(t) |yσ(t)|λ
∣∣∣y∆(t)

∣∣∣γ ∆t

≤ 2λ−1

∫ τ

a

q(t)(p(t))
−γ
k

(∫ t

a

(p(s))
−1
k−1 ∆s

)λ(k−1)/k

× (z(t))λ/k
(
z∆(t)

)γ/k
∆t

+2λ−1

∫ τ

a

(
µλ (t) q(t)

(p(t))
λ+γ
k

)(
z∆(t)

)(λ+γ)/k

∆t

≤ 2λ−1

∫ τ

a

q(t)(p(t))
−γ
k

(∫ t

a

(p(s))
−1
k−1 ∆s

)λ(k−1)/k

× (z(t))λ/k
(
z∆(t)

)γ/k
∆t

+2λ−1 sup
a≤t≤τ

(
µλ (t) q(t)

(p(t))
λ+γ
k

)∫ τ

a

(
z∆(t)

)λ+γ
k

∆t.

Applying Hölder's inequality (1.6) with indices k/(k−γ) and k/γ on the �rst integral on
the right hand side and with indices k/(λ+ γ) and k/(k− λ− γ) on the second integral,
we have

∫ τ

a

q(t) |yσ(t)|λ
∣∣∣y∆(t)

∣∣∣γ ∆t(1.20)

≤ 2λ−1

∫ τ

a

q
k

k−γ (t)

p
γ
k−γ (t)

(∫ t

a

p
−1
k−1 (s)∆s

)λ(k−1)
k−γ

∆t


k−γ
k

×
[∫ τ

a

(z(t))λ/γ z∆(t)∆t

] γ
k

+2λ−1 (τ − a)
k−λ−γ

k sup
a≤t≤τ

(
µλ (t) q(t)

(p(t))
λ+γ
k

)(∫ τ

a

z∆(t)∆t

)λ+γ
k

.

From the chain rule (1.4), and the fact that z∆(t) > 0, we see that

(1.21) (z(t))λ/γ z∆(t) ≤ γ

λ+ γ
(z(λ+γ)/γ(t))∆.
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Substituting (1.21) into (1.20), we have∫ τ

a

q(t) |yσ(t)|λ
∣∣∣y∆(t)

∣∣∣γ ∆t

≤ 2λ−1

∫ τ

a

q
k

k−γ (t)

p
γ
k−γ (t)

(∫ t

a

p
−1
k−1 (s)∆s

)λ(k−1)
k−γ

∆t


k−γ
k

×
(

γ

λ+ γ

)γ/k (∫ τ

α

(z(λ+γ)/γ(t))∆∆t

)γ/k
+2λ−1 (τ − a)

k−λ−γ
k sup

a≤t≤τ

(
µλ (t) q(t)

(p(t))
λ+γ
k

)
(z (τ))

λ+γ
k

= 2λ−1

∫ τ

a

q
k

k−γ (t)

p
γ
k−γ (t)

(∫ t

a

p
−1
k−1 (s)∆s

)λ(k−1)
k−γ

∆t


k−γ
k

×
(

γ

λ+ γ

)γ/k
(z (τ))

λ+γ
k

+2λ−1 (τ − a)
k−λ−γ

k sup
a≤t≤τ

(
µλ (t) q(t)

(p(t))
λ+γ
k

)
(z (τ))

λ+γ
k .

From (1.15) and the last inequality, we have∫ τ

a

q(t) |yσ(t)|λ
∣∣∣y∆(t)

∣∣∣γ ∆t ≤ G1(λ, γ, k)

[∫ τ

a

p(t)
∣∣∣y∆(t)

∣∣∣k ∆t

](λ+γ)/k

,

which is the desired inequality (1.11). The proof is complete. �

Here, we only state the following theorem, since its proof is similar to that in Theorem
2.1 with [a, τ ]T replaced by [τ, b]T.

1.2. Theorem. Assume that T be a time scale with τ , b ∈ T, k > 1, λ ≥ 1, 0 < γ < k

and k ≥ λ + γ. Let p, q ∈ Crd
(
[τ, b]T,R+

)
such that

∫ b
t

(p(s))−1/(k−1)∆s < ∞. If
y : [τ, b]T → R is delta di�erentiable with y(b) = 0, then

(1.22)
∫ b

τ

q(t) |yσ(t)|λ
∣∣∣y∆(t)

∣∣∣γ ∆t ≤ G2(λ, γ, k)

[∫ b

τ

p(t)
∣∣∣y∆(t)

∣∣∣k ∆t

](λ+γ)/k

,

where

G2(λ, γ, k) : = 2λ−1

(
γ

λ+ γ

)γ/k

×

∫ b

τ

(
qk(t)

pγ(t)

) 1
k−γ

(∫ b

t

(p(s))
−1

(k−1) ∆s

)λ(k−1)
(k−γ)

∆t


k−γ
k

+2λ−1 (b− τ)
k−λ−γ

k sup
τ≤t≤b

(
µλ (t) q(t)

(p(t))
λ+γ
k

)
.

In the following, we assume that there exists τ ∈ (a, b) which is the unique solution of
the equation

(1.23) G (λ, γ, k) = G1(λ, γ, k) = G2(λ, γ, k) <∞.

Combining (1.11) and (1.22), we have the following result.
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1.3. Theorem. Assume that T be a time scale with a, b ∈ T, k > 1, λ ≥ 1, 0 < γ < k

and k ≥ λ + γ. Let p, q ∈ Crd
(
[a, b]T,R+

)
such that

∫ b
a

(p(t))−1/(k−1)∆t < ∞. If
y : [a, b]T → R is delta di�erentiable with y(a) = y(b) = 0, then

(1.24)
∫ b

a

q(t) |yσ(t)|λ
∣∣∣y∆(t)

∣∣∣γ ∆t ≤ 2(k−λ−γ)/kG(λ, γ, k)

[∫ b

a

p(t)
∣∣∣y∆(t)

∣∣∣k ∆t

](λ+γ)/k

,

where G(λ, γ, k) is de�ned as in (1.23).

1.4. Remark. As a special case when we take k = λ+ γ, we see that inequality (1.11)
becomes

(1.25)
∫ τ

a

q(t) |yσ(t)|λ
∣∣∣y∆(t)

∣∣∣γ ∆t ≤ G1(λ, γ)

∫ τ

a

p(t)
∣∣∣y∆(t)

∣∣∣λ+γ

∆t,

where

G1(λ, γ) : = 2λ−1

(
γ

λ+ γ

)γ/k

×

[∫ τ

a

(
qλ+γ(t)

pγ(t)

) 1
λ
(∫ t

a

p
−1

λ+γ−1 (s)∆s

)λ+γ−1

∆t

] λ
λ+γ

+2λ−1 sup
a≤t≤τ

(
µλ (t)

q(t)

p(t)

)
.

If we put p = q in (1.11), we obtain the following result.

1.5. Corollary. Assume that T be a time scale with a, τ ∈ T, k > 1, λ ≥ 1, 0 < γ < k
and k ≥ λ + γ. Let p ∈ Crd

(
[a, τ ]T,R+

)
such that

∫ t
a

(p(s))−1/(k−1)∆s < ∞. If y :
[a, τ ]T → R is delta di�erentiable with y(a) = 0, then

(1.26)
∫ τ

a

p(t) |yσ(t)|λ
∣∣∣y∆(t)

∣∣∣γ ∆t ≤ G∗1(λ, γ, k)

[∫ τ

a

p(t)
∣∣∣y∆(t)

∣∣∣k ∆t

](λ+γ)/k

,

where

G∗1(λ, γ, k) : = 2λ−1

(
γ

λ+ γ

)γ/k

×

∫ τ

a

p (t)

(∫ t

a

(p(s))
−1
k−1 ∆s

)λ(k−1)
(k−γ)

∆t


k−γ
k

+2λ−1 (τ − a)
k−λ−γ

k sup
a≤t≤τ

(
µλ (t) (p (t))

k−λ−γ
k

)
.

1.6. Remark. Note that when T = R, p = 1, k = 2 and λ = γ = 1, we have the following
result

(1.27)
∫ τ

a

|y(t)|
∣∣∣y′(t)∣∣∣ dt ≤ (τ − a

2

)∫ τ

a

∣∣∣y′(t)∣∣∣2 dt.
2. Lyapunov's type inequalities

In this section, we present some new Lyapunov type inequalities on time scales for the
second order half-linear dynamic equations with a damping term

(2.1)
(
r (t)

(
y∆ (t)

)γ)∆

+ p (t)
(
y∆ (t)

)γ
+ q (t) (yσ (t))γ = 0, t ∈ [a, b]T ,

where γ ≥ 1 is a quotient of odd positive integers, r(t), p(t) and q(t) are rd-continuous
functions de�ned on T with r(t) > 0. In particular, we employ dynamic inequalities of
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Opial's type proved in Section 2, to obtain lower bounds for the spacing b − a, where y
is a solution of (2.1) satisfying y (a) = y∆ (b) = 0.

When T = R, we derive results due to Brown and Hinton [7], Harris and Kong [10]
for di�erential equations and when T = Z we present some new result for second-order
half-linear di�erence equations.

We say that a solution y of (2.1) has a generalized zero at t if y(t) = 0, and has a
generalized zero in (t, σ(t)) if y(t)yσ(t) < 0 and µ(t) > 0. Equation (2.1) is disconjugate on
the interval [t0, b]T, if there is no nontrivial solution of (2.1) with two (or more) generalized
zeros in [t0, b]T. The solution y(t) of (2.1) is said to be oscillatory if it is neither eventually
positive nor eventually negative, otherwise it is nonoscillatory. Equation (2.1) is said to
be oscillatory if all its solutions are oscillatory.

We say that (2.1) is right disfocal (left disfocal) on [a, b]T if the solutions of (2.1)
such that y∆ (a) = 0

(
y∆ (b) = 0

)
have no generalized zeros in [a, b]T . For the equation

(2.1) the point b > a is called a right focal point of a if the solution of (2.1) with initial
conditions y (a) 6= 0, y∆ (a) = 0 satis�es y (b) = 0. A left focal point is de�ned similarly.
For more details of oscillation theory on dynamic equations on time scales, we refer the
reader to the book [19].

We note that, equation (2.1) in its general form covers several di�erent types of di�er-
ential and di�erence equations depending on the choice of the time scale T. For example
when T = R, we have σ (t) = t, µ (t) = 0, y∆ (t) = y

′
(t) and (2.1) becomes the second-

order di�erential equation

(2.2)
(
r (t)

(
y
′
(t)
)γ)′

+ p (t)
(
y
′
(t)
)γ

+ q (t) yγ (t) = 0.

When T = Z, we have σ (t) = t+ 1, µ (t) = 1, y∆ (t) = ∆y (t) = y (t+ 1)−y (t) and (2.1)
becomes the second-order di�erence equation

(2.3) ∆ (r (t) (∆y (t))γ) + p (t) (∆y (t))γ + q (t) yγ (t+ 1) = 0.

When T =qN0 = {qt : t ∈ N0, q > 1}, we have σ (t) = qt, µ (t) = (q − 1) t, y∆ (t) =

∆qy (t) = y(qt)−y(t)
(q−1)t

and (2.1) becomes the second-order q−di�erence equation

(2.4) ∆q (r (t) (∆qy (t))γ) + p (t) (∆qy (t))γ + q (t) yγ (qt) = 0.

The well-known Lyapunov inequality for Hill's equation

(2.5) y
′′

(t) + q (t) y (t) = 0, t ∈ [a, b] ,

states that if a, b, a < b, are consecutive zeros of a nontrivial solution y of this equation,
then

(2.6)
∫ b

a

|q (t)| dt > 4

b− a .

This was later strengthened with |q (t)| replaced by q+ (t) by Wintner [26] and thereafter
by some other authors, where q+ (t) = max{q (t) , 0} is the nonnegative part of q(t) and
q (t) is a real-valued continuous measurable function on [a, b]. The constant 4 is the best
possible (see [11, Theorem 5.1]). In fact, the best Lyapunov type inequality for (2.5) is

(2.7)
∫ b

a

(b− t) (t− a) q+ (t) dt > b− a,

which is due to Hartman [11].
There are several generalizations and extensions of Lyapunov's result. Hartman and

Wintner [12] proved that if y is a solution of the linear di�erential equation

(2.8) y
′′

(t) + p (t) y
′
(t) + q (t) y (t) = 0, t ∈ [a, b] ,
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such that y (a) = y (b) = 0 and p, q are a real-valued continuous measurable function on
[a, b], then

(2.9)
∫ b

a

(t− a) (b− t) q+ (t) dt+max

{∫ b

a

(t− a) |p (t)| dt,
∫ b

a

(b− t) |p (t)| dt
}
> b−a.

Hartman [11] showed that if y is a solution of the equation

(2.10)
(
r (t) y

′
(t)
)′

+ q (t) y (t) = 0, t ∈ [a, b] ,

such that y (a) = y (b) = 0 and r (t) > 0, then

(2.11)
∫ b

a

q+ (t) dt >
4∫ b

a
r−1 (t) dt

.

Cohn [8] and Kwong [15] established that if y is a solution of (2.5) with y (a) = y
′
(c) = 0,

then ∫ c

a

(t− a) q (t) dt > 1.

If y (b) = y
′
(c) = 0, then∫ b

c

(b− t) q (t) dt > 1.

Harris and Kong [10] proved that if y is a solution of (2.5) with y (a) = y
′
(b) = 0, then

(2.12) (b− a) sup
a≤t≤b

∣∣∣∣∫ b

t

q (s) ds

∣∣∣∣ > 1.

If y (b) = y
′
(a) = 0, then

(2.13) (b− a) sup
a≤t≤b

∣∣∣∣∫ t

a

q (s) ds

∣∣∣∣ > 1.

Brown and Hinton [7] established that if y is a solution of (2.5) with y (a) = y
′
(b) = 0,

then

(2.14) 2

∫ b

a

Q2 (t) (t− a) dt > 1, where Q (t) =

∫ b

t

q (s) ds.

If y (b) = y
′
(a) = 0, then

(2.15) 2

∫ b

a

Q2 (t) (b− t) dt > 1, where Q (t) =

∫ t

a

q (s) ds.

Yang [27] showed that if y is a solution of the second-order half-linear equation

(2.16)
(
r (t)ϕ

(
y
′
(t)
))′

+ q (t)ϕ (y (t)) = 0,

such that y (a) = y (b) = 0 and ϕ (u) = |u|γ−1 u, γ > 0, then

(2.17)
∫ b

a

q+ (t) dt > 2γ−1

(∫ b

a

r−1/γ (t) dt

)−γ
.
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Inequalities similar to (2.17) for half-linear equations were obtained by Do²lý and �ehák
[9], Lee et al. [16] and Tiryaki [25]. Saker [21] proved that if y is a nontrivial solution of
(2.2) with y (a) = y

′
(b) = 0, then

(2.18) K1 (γ, p, r) +K1 (γ,Q, r) ≥ 1 with Q (t) =

∫ b

t

q (s) ds.

If y (b) = y
′
(a) = 0, then

(2.19) K2 (γ, p, r) +K2 (γ,Q, r) ≥ 1 with Q (t) =

∫ t

a

q (s) ds,

where 

K1 (γ, p, r) :=
(

γ
γ+1

) γ
γ+1

(∫ b
a

pγ+1(t)
rγ(t)

(∫ t
a
r−1/γ (s) ds

)γ
dt
) 1
γ+1

,

K1 (γ,Q, r) := (γ + 1)
γ
γ+1

(∫ b
a

Q
γ+1
γ (t)

r
1
γ (t)

(∫ t
a
r−1/γ (s) ds

)γ
dt

) γ
γ+1

,

K2 (γ, p, r) :=
(

γ
γ+1

) γ
γ+1

(∫ b
a

pγ+1(t)
rγ(t)

(∫ b
t
r−1/γ (s) ds

)γ
dt
) 1
γ+1

,

K2 (γ,Q, r) := (γ + 1)
γ
γ+1

(∫ b
a

Q
γ+1
γ (t)

r
1
γ (t)

(∫ b
t
r−1/γ (s) ds

)γ
dt

) γ
γ+1

.

In [3] the authors considered the second-order dynamic equation

(2.20) y∆∆ (t) + q (t) yσ (t) = 0,

where q is a positive rd-continuous function de�ned on T and showed that if y is a solution
of (2.20) with y (a) = y (b) = 0, then

(2.21)
∫ b

a

q (t) ∆t >
4

b− a .

This result was proved by employing the quadratic functional equation

F (x) :=

∫ b

a

[(
y∆ (t)

)2

− q (t) (yσ)2

]
∆t = 0.

In [14] the authors established that if q ∈ Crd
(
[a, b]T ,R

)
and y is a solution of (2.20)

with y (a) = y∆σ (b) = 0, then

(2.22)

(
2

∫ σ(b)

a

Q2 (u) (σ (u)− a) ∆u

) 1
2

≥ 1, where Q (u) =

∫ σ(b)

u

q (t) ∆t.

In [22] the author proved new Lyapunov type inequalities for the dynamic equation

(2.23)
(
r (t) y∆ (t)

)∆

+ q (t) yσ (t) = 0, t ∈ [a, b]T ,

where r, q are rd-continuous functions satisfying∫ b

a

∆t

r (t)
<∞, and

∫ b

a

q (t) ∆t <∞.

In [20] the author considered the second-order half-linear dynamic equation

(2.24)
(
r (t)ϕ

(
y∆ (t)

))∆

+ q (t)ϕ (yσ (t)) = 0, t ∈ [a, b]T ,
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where ϕ (u) = |u|γ−1 u, γ ≥ 1 and r, q are real rd�continuous positive functions, and he
showed that if y is a nontrivial solution of (2.24) with y (a) = y (b) = 0 and y has a
maximum at a point c ∈ (a, b) , then

(2.25)
(∫ b

a

∆t

rγ (t)

)γ ∫ b

a

q (t) ∆t ≥ 2γ+1.

In [23] the author considered the second-order half-linear dynamic equation

(2.26)
(
r (t)

(
y∆ (t)

)γ)∆

+ p (t)
(
y∆ (t)

)γ
+ q (t) (yσ (t))γ = 0, t ∈ [a, b]T ,

where γ ≥ 1 is a quotient of odd positive integers, r(t), p(t) and q(t) are rd-continuous
functions de�ned on T with r(t) > 0 and µ (t) |p (t)| ≤ r (t) /c, c ≥ 1. In particular, he
proved that if y is a nontrivial solution of (2.26) with y (a) = y∆ (b) = 0, then

22γ−2Λ (b) +
23γ−2

(γ + 1)
1
γ+1

(∫ b

a

|Q (t)|
γ+1
γ

r
1
γ (t)

(Ra (t))γ ∆t

) γ
γ+1

(2.27)

+

(
γ

γ + 1

) γ
γ+1

(∫ b

a

|p (t)|γ+1

rγ (t)
(Ra (t))γ ∆t

) 1
γ+1

≥ 1− 1

c
,

where

Λ (b) := sup
a≤t≤b

µγ (t)
|Q (t)|
r (t)

with Q (t) =

∫ b

t

q (s) ∆s,

and

Ra (t) :=

∫ t

a

∆s

r
1
γ (s)

.

In the following, we will apply the dynamic Opial-type inequalities (1.10) and (1.11) on
the second-order half-linear dynamic equation (2.1) to obtain some new Lyapunov-type
inequalities. To simplify the presentation of the results, we let

K1(a, b, γ) : =

[∫ b

a

|Q (t)|
γ+1
γ
(
Rγ+1
a

)∆
(t)∆t

] γ
γ+1

,

G1(a, b, γ) : = sup
a≤t≤b

(
µ (t)

|p (t)|
r(t)

)
+

(
γ

γ + 1

) γ
γ+1

[∫ b

a

|p (t)|γ+1

rγ(t)
(Ra(t))γ ∆t

] 1
γ+1

,

where

Q(t) =

∫ b

t

q(s)∆s, and Ra(t) :=

∫ t

a

∆s

r
1
γ (s)

.

2.1. Theorem. Assume that y is a nontrivial solution of (2.1). If y (a) = y∆ (b) = 0,
then

(2.28) K1(a, b, γ) +G1(a, b, γ) ≥ 1.

Proof. Without loss of generality we may assume that y (t) ≥ 0 in [a, b]T . Multiplying
(2.1) by yσ and integrating by parts, we have∫ b

a

(
r (t)

(
y∆ (t)

)γ)∆

yσ∆t = r (t)
(
y∆ (t)

)γ
y (t)

∣∣∣ba − ∫ b

a

r (t)
(
y∆ (t)

)γ+1

∆t

= −
∫ b

a

q (t) (yσ (t))γ+1 ∆t

−
∫ b

a

p (t)
(
y∆ (t)

)γ
yσ (t) ∆t.
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Using the assumptions that y (a) = y∆ (b) = 0 and Q(t) =
∫ b
t
q(s)∆s, we get∫ b

a

r (t)
(
y∆ (t)

)γ+1

∆t =

∫ b

a

p (t)
(
y∆ (t)

)γ
yσ (t) ∆t−

∫ b

a

Q∆ (t) (yσ (t))γ+1 ∆t.

Integrating by parts the term
∫ b
a
Q∆ (t) (yσ (t))γ+1 ∆t and using the fact that y (a) = 0 =

Q(b), we obtain∫ b

a

r (t)
(
y∆ (t)

)γ+1

∆t =

∫ b

a

p (t)
(
y∆ (t)

)γ
yσ (t) ∆t+

∫ b

a

Q (t)
(
yγ+1 (t)

)∆
∆t.

This implies that∫ b

a

r (t)
∣∣∣y∆ (t)

∣∣∣γ+1

∆t ≤
∫ b

a

|p (t)| |yσ (t)|
∣∣∣y∆ (t)

∣∣∣γ ∆t(2.29)

+

∫ b

a

|Q (t)|
∣∣∣(yγ+1 (t)

)∆∣∣∣∆t.
Applying the inequality (1.10) on the integral

∫ b
a
|Q (t)|

∣∣∣(yγ+1 (t)
)∆∣∣∣∆t, with q (t) =

|Q (t)| , p (t) = r (t) , λ = γ + 1 and k = γ + 1, we see that

(2.30)
∫ b

a

|Q (t)|
∣∣∣(yγ+1 (t)

)∆∣∣∣∆t ≤ K1(a, b, γ)

∫ b

a

r(t)
∣∣∣y∆(t)

∣∣∣γ+1

∆t,

where

K1(a, b, γ) =

{∫ b

a

|Q (t)|
γ+1
γ
(
Rγ+1
a

)∆
(t)∆t

} γ
γ+1

with Ra(t) =

∫ t

a

∆s

r
1
γ (s)

.

Applying the inequality (1.11) on the integral
∫ b
a
|p (t)| |yσ (t)|

∣∣y∆ (t)
∣∣γ ∆t, with q (t) =

|p (t)| , p (t) = r (t) , λ = 1 and k = γ + 1, we see that

(2.31)
∫ b

a

|p (t)| |yσ (t)|
∣∣∣y∆ (t)

∣∣∣γ ∆t ≤ G1(a, b, γ)

∫ b

a

r(t)
∣∣∣y∆(t)

∣∣∣γ+1

∆t,

where

G1(a, b, γ) =

(
γ

γ + 1

) γ
γ+1

[∫ b

a

|p (t)|γ+1

rγ(t)
(Ra(t))γ ∆t

] 1
γ+1

+ sup
a≤t≤b

(
µ (t)

|p (t)|
r(t)

)
.

Substituting (2.30) and (2.31) into (2.29) and cancelling the term
∫ b
a
r(t)

∣∣y∆(t)
∣∣γ+1

∆t,
we have

1 ≤ K1(a, b, γ) +G1(a, b, γ),

which is the desired inequality (2.28). The proof is complete. �

2.2. Remark. The result (2.28) is usually connected with the disfocality of (2.1), i.e., if

K1(a, b, γ) +G1(a, b, γ) < 1,

then (2.1) is right disfocal in [a, b]T . This means that there is no nontrivial solution of
(2.1) in [a, b]T satisfying y (a) = y∆ (b) = 0.

2.3. Remark. Note that inequality (2.28) give an improvement of the inequality (2.27)
due to Saker [23] by removing the additional constant c.

If we using the assumption that |p (t)|µ (t) ≤ r (t) /c, c ≥ 1, we also present an
improvement of the inequality (2.27).
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2.4. Corollary. Assume that y is a nontrivial solution of (2.1). If y (a) = y∆ (b) = 0,
then

(2.32) K1(a, b, γ) +G∗1(a, b, γ) ≥ 1− 1

c
,

where

G∗1(a, b, γ) :=

(
γ

γ + 1

) γ
γ+1

[∫ b

a

|p (t)|γ+1

rγ(t)
(Ra(t))γ ∆t

] 1
γ+1

.

If we put r (t) = 1 in Theorem 3.1, we have the following result.

2.5. Corollary. Assume that y is a nontrivial solution of (2.1). If y (a) = y∆ (b) = 0,
then [∫ b

a

|Q (t)|
γ+1
γ
(
(t− a)γ+1)∆ (t)∆t

] γ
γ+1

+

(
γ

γ + 1

) γ
γ+1

[∫ b

a

|p (t)|γ+1 (t− a)γ ∆t

] 1
γ+1

+ sup
a≤t≤b

µ (t) |p (t)| ≥ 1.

On a time scale T, we note from the chain rule (1.4) that(
(t− a)γ+1)∆ = (γ + 1)

∫ 1

0

[h (σ (t)− a) + (1− h) (t− a)]γ dh

≥ (γ + 1)

∫ 1

0

[h (t− a) + (1− h) (t− a)]γ dh

= (γ + 1) (t− a)γ .

This implies that

(2.33)
∫ b

a

(t− a)γ ∆t ≤ (b− a)γ+1

γ + 1
.

Using the maximum of |Q(t)| and |p(t)| on [a, b]T and substituting (2.33) into the results
of Corollary 3.2, we get the following result.

2.6. Corollary. Assume that y is a nontrivial solution of (2.1). If y (a) = y∆ (b) = 0,
then

sup
a≤t≤b

µ (t) |p (t)|+ (b− a)γ max
a≤t≤b

∣∣∣∣∫ b

t

q(s)∆s

∣∣∣∣+
γ

γ
γ+1

γ + 1
(b− a) max

a≤t≤b
|p (t)| ≥ 1.

If we put p (t) = 0, then the result in Corollary 3.3 reduces to the following result for
the second-order half-linear dynamic equation

(2.34)
((
y∆ (t)

)γ)∆

+ q (t) (yσ (t))γ = 0, t ∈ [a, b]T .

2.7. Corollary. Assume that y is a nontrivial solution of (2.34). If y (a) = y∆ (b) = 0,
then

(b− a)γ max
a≤t≤b

∣∣∣∣∫ b

t

q(s)∆s

∣∣∣∣ ≥ 1.

If we put p (t) = 0 and γ = 1 in Theorem 3.1, we obtain the following result.

2.8. Corollary. Assume that y is a nontrivial solution of

(2.35)
(
r (t) y∆ (t)

)∆

+ q (t) yσ (t) = 0, for t ∈ [a, b]T .
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If y (a) = y∆ (b) = 0, then[∫ b

a

|Q (t)|2
(
R2
a

)∆
(t)∆t

] 1
2

≥ 1.

With r (t) = 1 in Corollary 3.5, we have the following result.

2.9. Corollary. Assume that y is a nontrivial solution of

(2.36) y∆∆ (t) + q (t) yσ (t) = 0, for t ∈ [a, b]T .

If y (a) = y∆ (b) = 0, then[∫ b

a

|Q (t)|2
(
(t− a)2)∆ (t)∆t

] 1
2

≥ 1.

2.10. Remark. As a special case of Theorem 3.1 when T = R, we get the inequality
(2.18) due to Saker [21].

2.11. Remark. As a special case of Corollary 3.4 when T = R, γ = 1, we get the
inequality (2.12) due to Harris and Kong [10].

2.12. Remark. As a special case of Corollary 3.6 when T = R, we get the inequality
(2.14) due to Brown and Hinton [7].

As a special case when T = Z , we see that µ (n) = 1, σ (n) = n+1 and then the result
in Corollary 3.3 reduces to the following result for the second order half-linear di�erence
equation

(2.37) ∆ ((∆y (n))γ) + p (n) (∆y (n))γ + q (n) (y (n+ 1))γ = 0, a ≤ n ≤ b,
where γ ≥ 1 is a quotient of odd positive integers.

2.13. Corollary. Assume that y is a nontrivial solution of (2.37). If y (a) = ∆y (b) = 0,
then

sup
a≤n≤b

|p (n)|+ (b− a)γ max
a≤n≤b

∣∣∣∣∣
b−1∑
s=n

q(s)∆s

∣∣∣∣∣+
γ

γ
γ+1

γ + 1
(b− a) max

a≤n≤b
|p (n)| ≥ 1.
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