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Introduction

Bifactor item response theory model was developed by Holzinger and Swineford
(1937) as an extension of Spearman's Bifactor theory, as can be understood from his
name. Bifactor theory assumes that there are more than one specific factor and a
general factor explained by these factors, and that these specific effects also have an
effect on the general factor (Spearman, 1904). As in all item response theory models,
the Bifactor Model has its own assumptions. One of the assumptions of the Bifactor
Model is that the data include both general and specific factors. The other assumption
that the factors are orthogonal is not possible to be met in practice. In other words, test
developers should write only the primary factor and also the items that measure a
subdomain. The main problem is that writing such items in practice is very difficult.

According to Canivez (2016), the main advantages of the Bifactor Model are
generally these: (a) the effect of the overall factor on each item and groups of items can
be easily interpreted. This is not achievable with second-order models, correlated trait
models, and uni-dimensional models (Chen, West & Sousa, 2006; Immekus & Imbrie,
2008); (b) the effects of both general and specific factors on the items can be estimated
simultaneously (Reise, 2012; Reise, Moore & Haviland, 2010); (c) the psychometric
properties that are required to score and interpret general and specific factors are
obtainable through the Bifactor Model (DeMars, 2013); (d) the specific effects of
general and specific traits in describing other variables are obtained more accurately;
and (e) the Bifactor Model provides more accurate and reliable estimations than testlet-
effect model in estimating item and person parameters.

Bifactor Model is very common in scaling the psychological properties, and
differentiates the specific contributions of the facets on the general factor very well.
Therefore, the Bifactor Model is quite suitable for scale development. While
developing or evaluating a new multifaceted scale that aims to assess the general
structure and specific facets, the power of factor loadings at general and specific factors
will be a guide in choosing and evaluating items. The items will ideally have a higher
loading at the general factor or at least a greater loading than the specific factor. If the
items have a higher loading than the facets in the general structure, these items will be
selected, however, if specific factors have larger loadings than the general factor, these
items will be removed from the scale. The reason for this is that these items do not
contribute significantly to the general structure. Moreover, the Bifactor Model is also
used to create a uni-dimensional scale or a short uni-dimensional scale from a
multidimensional scale (Stucky & Edelen, 2014; Stucky, Edelen, Vaughan, Tucker &
Butler, 2014; Stucky, Thissen & Edelen, 2013). The applications of the Bifactor Model
in education indicate that this model is useful in terms of scoring the subscales and
assessing the reliability when subscale scores need to be used (Cucina & Byle, 2017;
DeMars ,2013; Golay & Lecerf, 2011; Watkins & Beaujea, 2014).

In addition to these advantages, the Bifactor Model has also some limitations. The
biggest limitation is the difficulty of meeting the orthogonality assumption of the
Bifactor model (Chen, West & Sousa, 2006; Simms, Gros, Watson & O’Hara., 2008). As
in the structural equation model, the Bifactor model needs a considerably larger
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sample when compared to the total score and individual score approach. Additionally,
the Bifactor model interpretations become quite complicated when correlations are
allowed among specific factors (Rindskopf & Rose, 1988), and the model can often not
be identified. In addition to these, it also gives a weak model adaptation in weak or
small factor loadings as in other factorial models (Jennrich & Bentler, 2012;
MacCallum, Widaman, Zhang & Hong, 1999).

When the literature about Bifactor Models is reviewed, it has been seen that the
focus has always been on the determination of dimensionality and the examination of
item performance in the field of education and psychology, algorithm of the Bifactor
Model, and comparison of different item response theory models with Bifactor model
(Brouwer, Meijer, Weekers & Baneke, 2008; Brown, Finney & France, 2011; Chen, West
& Sousa, 2006; Chen, Hayes, Carver, Laurenceau & Zhang, 2012; Demars, 2006;
Fukuhara, 2009; Garn, 2017; Gibbons et al., 2007; Hyland, Boduszek, Dhingra, Shevlin
& Egan, 2014; Lafond, 2014; Martel, Von Eye & Nigg, 2010; Reise, Ventura et.al, 2011;
Rijmen, 2009; Rodriguez, Reise & Haviland, 2016; Thomas, 2012;Yang, Song & Xu,
2002).

Although the situation that limits the use of the Bifactor Model is the orthogonality
assumption, there has been only one study (Zheng, 2013) carried out in the field about
testing of the orthogonality assumption under different conditions. This work (Zheng,
2013) has also been carried out under limited conditions in such a way in every
simulation study. Contrary to Zheng's (2013) study, in this study, simulation
conditions (test length and correlation levels) were changed. Moreover, item and
person parameters were estimated according to Bayesian approach (by Quasi Monte-
Carlo estimation). In addition to Zengh’s (2013) study, Rindskopf and Rose (1988)
found that the interpretation of model parameters gets complicated as correlations
among specific factors are allowed in the Bifactor Model. Since cross loadings between
factors will also allow correlations between factors, this can be considered as a kind of
correlation between factors. Rindskopf and Rose (1988) could not reach any
information about level of these cross loadings.

Purpose

The Bifactor Model is a theory that is limited in its use due to the orthogonality
assumption that it requires. In addition to this limitation, this model is frequently used
in studies of modeling psychological and educational constructs, and developing
scales by ignoring the assumption. In cases where the orthogonality assumption is not
met, it is not going to be possible to model psychological and educational constructs
accurately for the developed scale to reach a correct factorial structure and to have
correct parameter estimations. Besides, it is almost impossible to develop
measurement instruments in which the correlation between factors in the fields of
education and psychology is zero. Forcing the correlated factors to be orthogonal will
cause loss of information regarding the measured structure, and will result in
unreliable parameter estimations. The precision and the accuracy of parameter
estimations, on the other hand, are important in every measurement because
parameter estimations are an important element in determining item performance and
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respondents’ ability level. Resulting from all these reasons, it is necessary to examine
the Bifactor model by allowing different correlations among specific factors, in other
words, to determine if stable, precise and accurate estimations can be done despite
orthogonality violation by which levels of violation are tolerated by the theory itself.
It is thought that via this research, the results that are going to be obtained through
examining and evaluating the orthogonality assumption that restricts the bifactor
model usage under certain criteria will highly contribute to the field.

Method
Research Design

This research is based on the basic research model since it is carried out through
the data obtained by Monte Carlo simulation in order to investigate the effect of the
violation of the orthogonality assumption at different levels and test lengths on the
item and person parameter estimation.

Simulation Study

The data for this study were generated according to two Bifactor two-parameter
models with a simulation according to two models (Model 1 and Model 2). Model 1
was the model which showed the violation of orthogonality due to the cross loadings.
In this model, the focus was on the effect of orthogonality violation between two
specific factors on parameter estimations in all factors. On the other hand, Model 2
showed the correlations among all the specific factors.

The variables that were manipulated in specific models were the correlation levels
between factors and the test lengths. The correlation acceptance levels for the models
that were set up (Model 1 and Model 2) were as 0.10 (very low), 0.40 (medium), 0.70
(high) (Cohen, 1988). In the framework of this research, it was decided that the
minimum test length to be 12 items with reference to the fact that a factor should have
at least three items in order to be called as a factor (Kline, 1994). Different from the
literature on the field, other test lengths were taken as 40 and 100, taking into
consideration that the number of items in each factor was equal.

The variable to be kept constant, namely not to be manipulated, during the
research was the sample size. In order to prevent bias that would arise from sample
size, the largest sample size (5000) that were used in the current studies was set as a
simulation sample. The summary of the research design is given in Table 1.



Fulya BARIS PEKMEZCI-H. Deniz GULLEROGLU 73
Eurasian Journal of Educational Research 79 (2019) 69-86

Table 1

The Summary of the Research Design

Correlation Levels Test Length Sample Size
Model 1
Model 1.1 73,=0.10 12-40-100 5000
Model 1.2 73,4=0.40 12-40-100 5000
Model 1.3 73,4=0.70 12-40-100 5000
Model 2
Model 2.1 24010 12-40-100 5000

0.10 < 7,4 <0.40
Model 2.2 12-40-100 5000

0.40 < 75,4070
Model 2.3 12-40-100 5000

As a result of the literature review, it has been seen that the replication numbers
used in the Bifactor Models are generally 100 (Demars, 2006; Zhang, 2008), 200 (Zheng,
2013) and 500 (Cai, Yang & Hansen, 2011). In this study, number of replications was
determined as 200 to be practical.

In order to generate the two-parameter Bifactor model data set with the
determined number of replications, the distribution of the discrimination parameter
(a), the difficulty parameter (b) and the person parameter (6) should be determined. A
simulation model in which the discrimination parameter (a) was uniformly distributed
between a range of 0.2 to 2.0 ratios, the difficulty parameter (b) and the person
parameter (0) that were randomly distributed were set. The mathematical expression
of the Bifactor two-parameter model was as follows:

1
p(y=116y,0;) 1+ expl-(d+agfg+asds))

The distribution characteristics of the discrimination, difficulty and person
parameters were the same for the 18 (2x3x3) condition given in Table 1. A random seed
was assigned to the true parameters, which were generated for the first condition and
in other conditions, and via this seed, invariance of true parameters between models
was provided. The difficulty coefficient that had been produced was transformed into
a multidimensional difficulty coefficient by the following formula:

d=-b ’a§+a§

This study was carried out based on Monte Carlo method using R 3.4.0 GUI
software with syntax (Zheng, 2013), which was written to simulate the data according
to the determined conditions and to produce Bifactor model parameters. For the
accuracy of the generated syntax and the generated data files, the average bias was
calculated on a model that did not contain orthogonality violation, and it was observed
that the bias average was close to zero.
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The Data Analysis of Simulation

Bifactor model predictions were made with the data that were generated in the
simulation, and 200 for each condition with a total of 3600 (18x200) data files were
obtained. Bifactor model estimations were made with "mirt" (Chalmers, 2016) package
in R 3.4.0 GUI software, and descriptive statistics were generated with "psych"
(Revelle, 2017) package.

The evaluation of the accuracy of parameter estimations throughout the
replications was carried out via mean bias, root mean square error (RMSE), and
standard error of estimates (SE).

(BB

Average Bias ( ) -

RVSE(D)= | 238y

73 1 p Pyl Br
SE( )= J ISR (B, —E=ibry
Given in the above formulas;
B: true individual parameter or item parameter

B the individual and substance parameters predicted at the rth replication (Li & Rupp,
2011).

Results
Parameter Estimation Bias

The average bias values calculated from the files that were obtained from 200
replications for the models (Model 1 and Model 2), which were set up, are given in
Table 2. In order to examine the recovery in the item parameter estimations, the bias
was calculated by taking the average of the difference between the true parameters
and the estimated parameters.

When the parameter estimation bias given in Table 2 was examined, the pattern
seen for Model 1 and Model 2 was the same in all test lengths for discrimination
parameters. When the test length increased from 40 items to 100 items, a decrease in
the average bias was observed. Contrary to this, as the test length increaseds, the
standard deviation of the bias scores got larger and the range widened. To put it in
other words, the increase in the number of items led to a decrease in the reliability of
the estimations. This can be explained by the increase in the amount of biased items.
That is, the more correlated item was added to the model, the greater the variability
got. When the models were examined among within themselves, the standard
deviation values increased as the correlation between the factors increased with regard
that the mean deviation did not change significantly. The average bias of the item and
person parameters is given in Table 2.
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Table 2

Mean Bias of Items and Person Parameters

Mean Bias
12 items 40 items 100 items
X,0) X,0) X,0)

Model 1.1 0.010(0.050) -0.040(0.650) 0.004(0.690)

.é o Model 1.2 0.002(0.120) -0.030(0.650) -0.009(0.690)
E qé Model 1 Model 1.3 -0.020(0.310) -0.030(0.650) 0.002 (0.700)
§ g Model 2.1 0.020(0.070) -0.050(0.650) 0.010(0.690)
A Model2  Model 2.2 0.000(0.180) -0.030(0.650) 0.000(0.690)
Model 2.3 -0.001(0.370) -0.100(0.680) -0.005(0.720)

Model 1.1. 0.260(0.330) 0.049(1.780) -0.008(1.830)

=5 Model 1 Model 1.2 0.240(0.340) 0.083(1.780) -0.066(1.830)
E é’ Model 1.3 0.260(0.330) 0.058(1.780) -0.027(1.830)
.E: % Model 2.1 0.250(0.330) 0.020(1.780) -0.040(1.830)
Model 2 Model 2.2 0.250(0.340) 0.050(1.780) -0.060(1.830)

Model 2.3 0.250(0.340) 0.040(1.780) -0.060(1.830)

o Model 1.1 -0.010(0.670) 0.000(0.410) 0.010 (0.320)
g Model 1 Model 1.2 0.000(0.690) -0.010(0.440) 0.010 (0.340)
g Model 1.3 -0.010(0.710) 0.000(0.470) -0.010(0.360)
g Model 2.1 0.000(0.690) 0.010(0.410) 0.000 (0.280)
5 Model2  Model 2.2 -0.001(0.720) 0.000(0.460) 0.000 (0.320)
= Model 2.3 0.000(0.800) 0.000(0.560) 0.020 (0.410)

As it can be seen in Table 2, when the estimation bias of the intercept coefficients
was examined, as the test length increased for Model 1, the average bias scores
decreased. The increase in the test length for Model 1 affected the parameter estimate
recovery. This was not observed evidently when the test length for Model 2 was
increased from 40 to 100 items. The standard deviation values increased as the test
length increased, in other words the variability increased. The fact that the variability
increased the reliability of estimations were reduced. At test lengths of 40 and 100
items, the greatest standard deviation values were observed on the difficulty
coefficients. When the models were examined within themselves, although there was
not much change in the average of bias, the standard deviations were almost the same.
When all test lengths (12, 40, 100) for both Model 1 and Model 2 were examined all
together, when the estimation of person parameters were examined, the distorted
parameters were found to be at the test length of 12 items. Generally, the variability of
bias scores was high at all test lengths. When Model 1 and Model 2 were compared, it
was observed that the standard deviations were quite similar. It was observed that as
the test length increased, the variability decreased for both Model 1 and Model 2. It
can be said that the test length has an effect on the recovery in parameter estimations.
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Increasing the test length reduced the variability. This finding is consistent with
Zheng's (2013) study. Estimation accuracy was higher at the test lengths of 40 and 100
items when compared to the test length of 12 items. Directly proportional to the test
length, the fact that the variability decreased indicated that the test length might have
an effect on the recovery of parameters. However, the variability was high at all test
lengths, and this reduced the reliability of the parameter estimation.

The Accuracy and Stability of Parameter Estimation

Estimation accuracy and stability of discrimination parameters. Table 3 shows the
standard error values and average RMSE values of the discrimination parameters for
Model 1 and Model 2. These values are first interpreted by model type, and then by
the test length.

As it can be seen in Table 3, when the standard errors on the model basis were
examined, it was observed that the table values (average value and standard

deviation) were the same for both models (except the 12 item ) ( YSE &Model 1~ 0-083
' XgE &Model 2~ 0.086). When the RMSE averages were examined, it was observed
that the table values for Model 1 and Model 2 were very close ( XRAISE &Model 1

0410 XRMISE &Model 2~ 0-435)

Table 3

Discrimination Coefficients, Standard Error and Mean RMSE Values for Model 1 and
Model 2

Test Length
Model 12 items 40 items 100 items
Model 1.1 0.120(0.090) 0.060(0.020) 0.050(0.010)
Model 1.2 0.140(0.120) 0.060(0.020) 0.050(0.010)
SE Model 1.3 0.160(0.150) 0.060(0.020) 0.050(0.010)
Model 2.1 0.130(0.110) 0.060(0.020) 0.050(0.010)
Model 2.2 0.140(0.130) 0.060(0.020) 0.050(0.010)
Model 2.3 0.180(0.160) 0.060(0.020) 0.050(0.010)
Model 12 items 40 items 100 items
Model 1.1 0.140(0.120) 0.480(0.440) 0.540(0.430)
Model 1.2 0.180(0.120) 0.480(0.440) 0.540(0.430)
RMSE Model 1.3 0.290(0.230) 0.490(0.450) 0.550(0.430)
Model 2.1 0.150(0.110) 0.480(0.440) 0.540(0.430)
Model 2.2 0.220(0.140) 0.490(0.430) 0.540(0.440)
Model 2.3 0.390(0.180) 0.540(0.430) 0.570(0.440)

According to these findings; it can be said that the fact that the two factors were
correlated (Model-1) and all factors were correlated (Model-2) had almost the same
effect in estimating the discrimination parameters. Consequently, there was no
difference in the accuracy of parameter estimations for both models (Model 1 and
Model 2). It can be concluded from this that the model parameter dis not have an
influence on the accuracy of the parameter estimation.
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When the RMSE values were examined according to the test length, it was
considered that the test length might have an influence on the accuracy of the
parameter estimation. The average RMSE values increased as the test length increased

( YRMSE&12= 0.228, YRMSE&40= 0.493, YRMSE&I()O: 0.546). Namely, as the
number of items increased, the accuracy of the discrimination parameters decreased.
When the standard errors were examined, it was observed that the standard error
decreased as the test length increased (YSE&U: 0.145, Xgp&40~ 0.060, XsE&100™
0.050). The standard error is the standard deviation of the simulation samples, in other
words, a distance measure. Because of this, the standard error is actually a measure
of precision (Walther &Moore, 2005). In this case, it can be said that as the test length
increased, the estimations of the discrimination parameters were more reliable, that is,
the test lengths might influence the estimation accuracy of the discrimination
parameters.

Estimation accuracy and stability of difficulty parameters. Table 4 shows the standard
error averages and the average RMSE values for Model 1 and Model 2 of the difficulty
parameters in an order. When the standard errors of the models were analyzed, it was
observed that there was not much difference between the table values (average and

standard deviation) (YSE&Model 1= 0.046  XgE&Model 2~ 0-047). When the RMSE

averages were studied, it was concluded that the condition for the standard error was
also observed here. Table values were the same for Model 1 and Model 2 (

XRMSE&Model 1~ 1-056 * XRASE&Model 2~ 1.056).

According to these findings, it can be said that in the estimation of the difficulty
parameter, the fact that two specific factors were related and that all specific factors
were related had almost the same influence. To put it in other words, it can be said
that model type did not affect the difficulty of parameter estimation. Table 4 presents
the standard error and the average RMSE values with difficulty coefficients for Model
1 and Model 2.

As it can be seen in Table 4, it was observed that the standard error averages of
Model 1.1, Model 1.2, and Model 1.3 did not differ too much when the models were
examined within themselves (according to the degree of the orthogonality violation) (

XSE&Model1.1~ 0-043 XsE&Model 1.2 0046, XSE&Model1.3™ 0-050). The same was
observed for RMSE averages, too ( )_(RMSE&ModeHl: 1.053 » YRMSE&MOdEl 1.2°

1.060, YRMSE&Modell. 3= 1.056). When the model was examined for sub-models, it
was observed that the standard error averages of Model 2.1, Model 2.2, Model 2.3 did
not vary much ( Xsg&nodel 2.1 0-046 * Xsp&Model 2.2 0-046, XsE&Model 2.37
0.050). The same was observed for RMSE averages, too ( YRMSE&Model 21 1053/

YRMS&EModel 2_2: 1.060, YRMSE&MOdEl 2.3: 1.056). The level of the orthogonality
violation did not affect the estimation of the difficulty parameters. This finding
overlaps with the study of Zheng (2013).
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Table 4
Difficulty Coefficients Standard Error and Mean RMSE Values for Model 1 and Model 2
Test Lengths

Model 12 items 40 items 100 items
Model 1.1 0.050(0.030) 0.040(0.010) 0.040(0.010)
Model 1.2 0.060(0.040) 0.040(0.010) 0.040(0.010)

oE Model 1.3 0.070(0.050) 0.040(0.010) 0.040(0.010)
Model 2.1 0.060(0.040) 0.040(0.010) 0.040(0.010)
Model 2.2 0.060(0.050) 0.040(0.010) 0.040(0.010)
Model 2.3 0.070(0.050) 0.040(0.010) 0.040(0.010)
Model 12 items 40 items 100 items
Model 1.1 0.330(0.260) 1.400(1.060) 1.430(1.130)
Model 1.2 0.330(0.260) 1.420(1.060) 1.430(1.140)

RMSE Model 1.3 0.330(0.270) 1.410(1.060) 1.430(1.140)
Model 2.1 0.330(0.250) 1.400(1.070) 1.430(1.130)
Model 2.2 0.340(0.260) 1.410(1.060) 1.430(1.130)
Model 2.3 0.330(0.260) 1.410(1.060) 1.430(1.140)

When the RMSE values were examined according to the test length, it was
observed that when the test length increased from 12 to 40, the estimation accuracy
decreased, but when it increased from 40 to 100, this situation did not vary much

(YRMSE&12= 0.616, YRMSE&40= 1.408, YRMSE&MO: 1.430). COI’ltl‘aI'y to Study of
Zheng (2013), when the accuracy of the estimations among the parameters in the
framework of this study was taken into consideration, the difficulty parameters were
the lowest parameters in terms of the test length and the model type. As Jennrich and
Bentler (2012) pointed out in their research, when the correlation between factors was
allowed, the results couldn’t be interpreted. As the test length increased, the standard
error values increased ( )_(SE&12= 0.310, YSE&40= 0.493, YRMSE&MO: 0.546). The
increase in the standard error indicated that the estimation accuracy decreased as the
test length increased.

The estimation accuracy and stability of person parameters. Table 5 shows the standard
error and RMSE averages for Model 1 and Model 2 of person parameters in an order.
When the standard error values of the models were studied, it was observed that the

table values (average and standard deviations) were similar (YSE&Model 1~ 0.464/

YS E&Model 2~ 0.400). Table 5 shows the standard error and RMSE values for Model

1 and Model 2 of the person parameters.
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Table 5
Standard Error and RMSE Values for Model 1 and Model 2 of The Person Parameters
Test Length
Model 12 items 40 items 100 items
Model 1.1 0.450(0.080) 0.490(0.130) 0.490(0.170)
Model 1.2 0.450(0.080) 0.480(0.130) 0.500(0.170)
oE Model 1.3 0.450(0.080) 0.480(0.130) 0.490(0.170)
Model 2.1 0.420(0.080) 0.420(0.080) 0.360(0.070)
Model 2.2 0.410(0.070) 0.420(0.090) 0.370(0.070)
Model 2.3 0.380(0.070) 0.420(0.100) 0.390(0.100)
Model 12 items 40 items 100 items
Model 1.1 0.750(0.320) 0.620(0.210) 0.580(0.200)
Model 1.2 0.760(0.340) 0.630(0.220) 0.590(0.200)
RMSE Model 1.3 0.770(0.350) 0.640(0.230) 0.600(0.210)
Model 2.1 0.740(0.340) 0.560(0.200) 0.450(0.140)
Model 2.2 0.750(0.360) 0.590(0.220) 0.470(0.160)
Model 2.3 0.790(0.410) 0.650(0.270) 0.540(0.210)

As it can be seen in Table 5, when the RMSE averages were to be examined, the
situation for the standard error also appeared here. Table values for Model 1 and

Model 2 were almost the same ( Xgp1sE&Model 1 0-660 7 X RMSE&Model 2~ 0-615).
As a result, it can be said that the fact that two factors were correlated and that all
specific factors were correlated had almost the same effect in parameter estimations.
When the models were analyzed within themselves (according to the degree of the
orthogonality violation), it was observed that the standard error averages of Model

1.1, Model 1.2, Model 1.3 did not vary much (YSE&ModeHJ: 0.477 YSE&Model 1.2°
0477, XSE&Model1.3~ 0473). The same was also observed for RMSE averages (

XRMSE&Model1.1” 0650 » XRASE&Model 1.2~ 0660, XRAISE&Model1.3~ 0-670).
When the model 2 was examined for sub-models, it was seen that the standard error

averages of Model 2.1, Model 2.2, Model 2.3 did not vary much (YSE&Model 2.1~ 0.400
’ YSE&Model 29~ 0.400, YSE&Model 2.3~ 0.397). The same was also observed for

RMSE averages ( XRpSE&Model 2.1~ 0583 + XRMSE&Model 2.2~ 0603,
XRMSE&Model 2.3~ 0-660)

Discussion, Conclusion and Recommendations

This research aims to analyze the effect of the Bifactor item response theory on the
item and person parameter estimation under various conditions of the orthogonality
assumption violation. As a result of the analyses made for this purpose, the estimation
bias of the discrimination parameters for Model 1 increased as the orthogonality
violation increased. The increase in test length caused a decrease in the accuracy of the
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discrimination and difficulty parameters, in other words the reliability. This can be
explained by the increase in the number of correlated items in specific factors. In the
estimations of the discrimination parameters, an improvement in parameter
estimations was observed with regard to the test length when two factors were related
(Model 1), whereas this improvement was not observed when all specific factors were
related (Model 2). The parameters whose estimation accuracy was the lowest were the
difficulty parameters. It was observed that the model did not have an effect on the
estimation accuracy of discrimination, difficulty, and person parameters. To put it in
a different way, the case that two factors were correlated (Model 1) and that all specific
factors were correlated (Model 2) had the same effect on the accuracy of both the
person and item parameters.

Increasing the number of items increased the reliability of the estimations of person
parameters. This situation observed in the person parameters was a consequence of
the better explanation of the latent trait of individuals as the number of items
increased. In estimations of person parameters, the least reliable parameter estimations
were at the smallest test length for both models (Model 1 and Model 2). As the test
length increased, the reliability of the estimations increased, too. Despite this, among
the other parameters, the person parameters whose estimation reliability was the
lowest at the all test lengths and the orthogonality violation levels.

The estimation of item and person parameters is an important factor in
psychological and educational evaluations. The use of the Bifactor model in correlated
structures will lead to biased parameter estimations, and this bias in parameter
estimations will lead to bias in evaluation. The researches in the literature suggest that
the Bifactor model is a very robust model that is well adapted even to the correlated
structures. However, in this research when the parameter bias was examined, this
robust structure could not be seen at all.

Based on the results of this study, some suggestions can be made for the
practitioners or the researchers in the application of the Bifactor model. As test length
increases, the Bifactor theory can better tolerate the orthogonality violation in
estimation of person parameters. The practitioners who want to use this theory are
recommended to work with large item pools. At all correlation levels, the accuracy of
the parameter estimations was approximately the same. New studies can be repeated
with intermediate correlation levels (0.25, 0.35, etc.). It is stated in the literature that
there must be at least 20 items for multidimensional item response theory models. The
minimum test length in this study was determined as 12 items. To obtain more
unbiased results in the estimation of item parameters, determining the minimum test
length as 20 items in future studies can retry the same conditions. Among all the
parameters, the parameters whose estimation reliability is the lowest (highest SE
averages) were found to be person parameters. Future researches can be tested with
different replication numbers and different sample sizes to increase the reliability. This
is only a simulation study, and is valid for the specified conditions.
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iki Faktor Madde Tepki Kuraminda Diklik Varsayiminin incelenmesi

Atif:
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Ozet

Problem Durumu: Iki Faktor Modeli, c¢ok boyutlu madde tepki kuramu
(multidimensional item response theory) modellerinden biridir. Tki faktsr modeline
gore birden fazla spesifik (6zgiil) faktor ve bu faktorler tarafindan aciklanan bir genel
faktor vardir ve ayrica bu 6zgiil etkilerin genel faktor tizerinde etkisinin oldugunu
varsayllmaktadir. Tiim madde tepki kurami modellerinde oldugu gibi iki Faktor
modelinin de kendine &zgii varsayimlari vardwr. Tki Faktsr Model'inin en énemli
varsayimlarindan biri verinin hem genel faktorii hem de spesifik faktorleri
icermesidir. Bu varsayim karsilanmasi zor bir varsayim olmamakla birlikte ¢ok
boyutlu veriyi gerektirmektedir. Diger varsayim olan faktorlerin dik (orthogonal) yani
birbirinden bagimsiz (iliskisiz) olmasi ise pratikte karsilanmasi cok miimkiin olmayan
bir varsayimdur. {liskili faktorleri dik olmaya zorlamak ise lgiilen yapr ile ilgili olarak
bilgi kaybmna neden olacak ve giivenilir olmayan parametre kestirimleri ile
sonuglanacaktir. Bu calisma araciliiyla iki Faktér Modelin kullanimini kisitlayan
varsayimin incelenmesi ve belirli kriterler 1s151nda degerlendirilmesi ile elde edilecek
sonuglarin alan yazina hem teorik anlamda hem de modelin daha dogru
uygulanabilirligi acisindan 6nemli katkilar saglayacag: diistintilmektedir.

Arastirmamn Amaci: ki Faktér Kurami, gerektirdigi varsayimdan (diklik) dolay1
kullanimi sinirlanan bir kuramdir. Bu smirliliginin yam sira psikolojik ve egitsel
yapilarin modellenmesinde ve dlgek gelistirme calismalarinda bu varsayim goz ardi
edilerek siklikla kullanilmaktadir. Diklik varsayimimin saglanmadigi kosullarda
psikolojik ve egitsel yapilarin dogru modellenmesi, gelistirilen 6lgegin dogru faktor
yapisina ulasmasi ve parametre kestirimlerinin dogru olmas1 miimkiin olmayacaktir.
Bunun yanu sira egitim ve psikoloji alaninda faktorler arasi korelasyonun sifir oldugu
olgme araglari gelistirmek neredeyse imkansizdir. liskili faktorleri dik olmaya
zorlamak ise Olctilen yapr ile ilgili olarak bilgi kaybmna neden olacak ve giivenilir
olmayan parametre kestirimleri ile sonuglanacaktir. Parametre kestirimlerinin
kesinligi ve dogrulugu ise yapilan her 6l¢me igsleminde 6nemli bir durumdur. Ctinki
parametre kestirimleri, madde performansi ve yanitlayict yetenek diizeyinin
belirlenmesinde 6nemli bir unsurdur. Belirtilen bu gerekcelerden kaynakls, iki faktor
kurammun, spesifik faktorler arasi farkli iligki diizeylerine olanak taniyarak
incelenmesi yani hangi diklik ihlal diizeylerinin kuram tarafindan tolere edilip, diklik
ihlaline ragmen kararli, kesin ve dogru kestirimler yapilabildiginin belirlenmesi bu
arastirmanin amacidir.
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Arastirmamn YOntemi: Bu arastirma igin veriler simiilatif yolla iki adet (Model-1 ve
Model-2) ki Faktor iki parametreli modele gore iiretilmistir. Model-1 iki spesifik
faktor arasinda capraz yiiklenmelerden dolay1 olusan diklik ihlalini gosteren
modeldir. Burada incelenen nokta iki spesifik faktor arasindaki diklik ihlalinin tim
faktorlerdeki parametre kestirimlerine olan etkisidir. Model-2 ise, tim spesifik
faktorler arasindaki iliskiyi gostermektedir. Spesifik modellerde manipiile edilen
degiskenler faktorler arasi korelasyon diizeyleri ve test uzunluklaridir. Kurulan
modeller igin korelasyon kabul diizeyleri 0.10 (¢ok diisiik), 0.40 (orta), 0.70 (yiiksek)
olarak ele alinmistir. Spesifik faktorlerdeki madde sayilarina karar vermek amaciyla
yapilan alan yazin incelemesi sonucunda test uzunluklari 12, 40 ve 100 madde olarak
belirlenmistir. Aragtirma boyunca sabit tutulacak (manipiile edilmeyecek) degisken
ise orneklem (5000) biytikliigiidiir. Replikasyon sayis1 ise 200 olarak belirlenmistir.
Parametre kestirimlerinin replikasyonlar boyunca dogrulugunun degerlendirilmesi;
ortalama yanlilik (mean bias), RMSE (hatalarin kareleri ortalamasinin karekokii) ve
kestirimlerin standart hatas1 (Standart Error) ile yapilmustir.

Aragtirmamn Bulgulari: Ayirt edicilik parametreleri icin tiim test uzunluklarinda
Model 1 ve Model 2 igin goriilen ériintii ayni sekildedir. Madde sayisindaki artis ayirt
edicilik parametrelerinin kestirim kesinliginde yani gitivenirliginde distise neden
olmustur. Bu durum yanlt madde miktarindaki artis ile agiklanabilir. Yani modele ne
kadar iliskili madde eklenirse degiskenlik o kadar artmustir. iki faktoriin iliskili olmasi
durumu (Model-1) ile tim faktorlerin iliskili olmasi durumunun (Model-2), ayirt
edicilik parametrelerinin kestiriminde neredeyse aym etkiye sahip oldugu
soylenebilir. Sonug olarak her iki model icin de parametre kestirim dogrulugu arasinda
farklilik yoktur. Buradan yola c¢ikarak model tiiriiniin parametre kestirim
dogruluguna etkisi olmadig1 sdylenebilir. Giicliik parametresinin kestiriminde, iki
spesifik faktoriin iliskili olma durumu (Model 1) ile tiim spesifik faktorlerin iligkili
olma durumunun (Model 2) neredeyse aym etkiye sahip oldugu soylenebilir. Yani
model tiirtintin giicliik parametre kestirim dogruluguna etkisi olmadig1 soylenebilir.
Birey parametreleri incelendiginde, test uzunlugu ile dogru orantili sekilde
degiskenligin azalmasi test uzunlugunun parametre iyilesmesinde etkisi olabilecegine
isaret etmektedir. Yine de degiskenlik tiim test uzunluklarinda ytiksektir. Bu durum
parametre kestirim gtivenirliklerini dustirmektedir. Birey parametrelerinin
kestiriminde, iki spesifik faktortin iliskili olma durumu ile tim spesifik faktorlerin
iliskili olma durumunun neredeyse ayn etkiye sahip oldugu sdylenebilir.

Arastirmamin Sonuclart ve Onerileri: Kestirim dogrulugu en diisiik parametrelerin
giclik parametreleri oldugu gorilmustir. Ayirt edicilik, giiclitk ve birey
parametrelerinin kestirim dogrulugunda ise modelin 6neminin olmadig: gortilmiistiir.
Yani iki spesifik faktoriin iliskili olma durumu (Model 1) ile tiim faktorlerin iligkili
olma durumu (Model 2) hem birey hem de madde parametrelerinin kestirim
dogrulugunda ayni etkiye sahiptir. Madde sayisinu arttirmak, birey parametrelerinin
kestirim kesinligini yani gtivenirligini arttirmustir. Birey parametrelerinde gozlenen bu
durum, madde sayis1 arttikca bireyin ortiik 6zelliginin daha iyi aciklandigimin bir
sonucudur. Birey parametrelerinin kestiriminde, giivenirligi en diistik parametre
kestirimleri her iki model i¢in de (Model 1ve Model 2) en kiigiik test uzunlugundadar.
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Test uzunlugu arttikca kestirim giivenirligi de artmistir. Buna ragmen tim test
uzunluklarinda ve diklik ihlal dtizeylerinde kestirim giivenirligi en diisiik
parametreler birey parametreleridir. Madde ve birey parametrelerinin kestirimi
psikolojik ve egitsel amagli degerlendirmelerde dnemli bir unsurdur. ki faktor
kurammun iligkili yapilarda kullanilmast yanli parametre kestirimlerine, parametre
kestirimlerindeki yanllik ise degerlendirme sonuglarinda yanliligi doguracaktir.
Literattirde varolan arastirmalar iki faktor kuraminmn iliskili yapilarda bile ¢ok iyi
diizeyde uyum verdigi ve robust bir model oldugu belirtmektedir. Bu arastirmada ise
parametre bazinda yanlilik incelendiginde bu robust yap1 goriilememistir. Iki faktor
kurami, birey parametrelerinin kestiriminde test uzunlugu arttikca diklik varsayimi
ihlalini daha iyi tolere edebilmektedir. Bu kurami kullanmak isteyen uygulayicilarin
biiyitk madde havuzlar1 ile calismalari onerilir. Tim korelasyon diizeylerinde
parametre kestirim dogruluklar: yaklasik olarak ayni ¢ikmistir. Yeni ¢alismalar ara
korelasyon (0.25, 0.35 vb.) diizeyleri ile tekrarlanabilir.

Anahtar Kelimeler: Cok boyutlu madde tepki kuramy, Tki faktér Madde Tepki Kuramy,
diklik varsayimi, parametre kestirim yanliligi, faktor analizi.
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