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Exact distribution of Cook’s distance and
identification of influential observations
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Abstract

This paper proposed the exact distribution of Cook’s distance used to
evaluate the influential observations in multiple linear regression analy-
sis. The authors adopted the relationship proposed by Weisberg (1980),
Belsey et al. (1980) and showed the derived density function of the
cook’s distance in terms of the series expression form. Moreover, the
first two moments of the distribution are derived and the authors com-
puted the critical points of Cook’s distance at 5% and 1% significance
level for different sample sizes based on no.of predictors. Finally, the nu-
merical example shows the identification of the influential observations
and the results extracted from the proposed approach is more scientific,
systematic and it’s exactness outperforms the traditional rule of thumb
approach.
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1. Introduction and Related work

Cook’s Distance (D7) is used for assessing influential observations in regression models.
The problem of outliers or influential data in the multiple or multivariate linear regres-
sion setting has been thoroughly discussed with reference to parametric regression models
by the pioneers namely Cook (1977), Cook and Weisberg (1982), Belsey et al. (1980)
and Chatterjee and Hadi (1988) respectively. In non-parametric regression models, di-
agnostic results are quite rare. Among them, Eubank (1985), Silverman (1985), Thomas
(1991), and Kim (1996) studied residuals, leverages, and several types of Cook’s distance
in smoothing splines, and Kim and Kim (1998) proposed a type of Cook’s distance in
kernel density estimation. Later, Kim et al. (2001) suggested a type of Cook’s distance
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in local polynomial regression. Recently, Diaz-Garcia and Gonzlez-Faras (2004) modi-
fied the classical cook’s distance with generalized Mahalanobis distance in the context of
multivariate elliptical linear regression models and they also establish the exact distribu-
tion for identification of outlier data points. Considering the above reviews, the authors
proposed an alternative and scientific approach to identify the influential data points in
multiple linear regression models and it is discussed in the subsequent sections.

2. Relationship between Cook’s D and F-ratios

The multiple linear regression model with random error is given by
Y=Xp+e-(1)

where Y is the matrix of the dependent variable, [ is the vector of beta co-
(nX1) (kX1)

efficients or partial regression co-efficients and ( e )is the residual followed normal distri-
nX1

bution N (0,62I,). From (1), statisticians concentrate and give importance to the error
diagnostics such as outlier detection, identification of leverage points and evaluation of
influential observations. Several error diagnostics techniques exist in the literature pro-
posed by statisticians, cook’s distance is the most frequently and interesting technique
used to identify the influential observations in the Y as well as in the X-space in a multiple
linear regression model. The general form of the Cook’s distance of the ith observation
is given by

N N T N A
D= —1 (,6 /3’) XTX(B 5)-(2)
(p+1)ag (—1) (—1)

where [ is the vector of estimated regression co-efficient with the ith observation
(1)

A
deleted, p is the no.of predictors and o2 is the residual error variance for the full data set.

A AN
Removing the ith observation should keep f close to 5 unless the ith observation is an
(=9)
outlier. Cook and Weisberg (1982) indicate that D; of about 1, corresponding to distances

A A

between 3 and B beyond a 50% confidence region would generally be considered large.
(=1%)

Similarly, Bollen et al (1990) suggested, Cook’s distance for observations more than a

cut-off of 4/n —p which is treated as the traditional approach of evaluating the influential

observations. Cook’s distance (Cook and Weisberg (1982) p.118) can also be written in

an alternative form as

2

D = (PrTil) (lﬁzhlu) -(3)

Where from (3), r; is the studentized residual which is equal to eAi / U/\e V1 — hi; and hy;
is the hat element. Thus Cook’s distance measures the joint influence on the case being an
outlier on Y-space and in the space of the predictors (X-space). An influential observation
in a multiple linear regression model may or may not be an outlier. In order to overcome
the rule of thumb approach of evaluating and identifying the influential observation, we
utilize the relationship among the cook’s distance(D;), Studentized residual (r;) and hat
elements(h;;).The terms (r;) and (hi;) are independent because the computation of (7;)
involves the error term (e;) ~ N(0,02) and (hs;)values involves the set of predictors(H =
X(X’X)le/).Therefore, from the property of least squares E(eX) = 0, so (r;) and
(hii) are also uncorrelated and independent. Using this assumption, we first determine
the distribution of (r;)based on the relationship given by Weisberg (1980) as

ti =1\ ey ~ tn-p-2) - (4)



From (4) it follows student’s t- distribution with (n — p — 2) degrees of freedom and
it can be written in terms of the F-ratio as

2 (n*ZJ*1)tZ2

T hp-2)+8
2 (n—P—l)in(l,nfpfﬁ
ri = (n=p=2)+F;(1,n—p—2) (5)

From (5), if ¢; follows student’s t- distribution with (n — p — 2) degrees of freedom,
then ¢? follows F, (1,n—p—2) distribution with (1,7 — p — 2) degrees of freedom. Similarly,
we identify the distribution of (h;;)based on the relationship proposed by Belsey et al
(1980) and they showed when the set of predictors is multivariate normal with(ux,Xx),
then

LoD i)~ Fiypay, () - (6)

From (6) it follows F-distribution with (p — 1,n — p) degrees of freedom and it can be
written in an alternative form as

i = ((P*l)Fi(p—l,nfp)/(nfp))*’l/n _ (7)

w 1+(p—1)Fyp—1,n—p)/(n—P)

In order to derive the exact distribution of (D;),substitute (5) and (6) in (2), we get
the Cook’s D in terms of the two independent F-ratios with (1,n—p—2) and (p—1,n—p)
degrees of freedom respectively and the relationship is given by

D= 1 (n=p—1)Fi(1,n—p_2) (=D Fi(p—1,n—p)/(n=p))+1/n ®)
T (D) \(n—p=2)+Fi(1,n—p-2) (n=1)/n -

Based on the identified relationship from (8), the authors derived the distribution of
the Cook’s D-distance and it is discussed in the next section.

3. Exact Distribution of Cook’s Distance

Using the technique of two-dimensional Jacobian of transformation, the joint probabil-
ity density function of the two F-ratios namely Fj1,n—p—2),Fi(p—1,n—p) With (1,n —p—2)
and (p — 1,n — p) degrees of freedom was transformed into density function of Cook’s
distance (D;) and it is given as

f(Diyui) = f(Fi(l,nfp*2)v Fi(pfl,nfp)) [J] - (9)

From (8), we know Fj(1 ,_p—2jand Fjp_1,n—p) are independent then rewrite (9) as

f(Di,ui) = f(Fiq,n—p-2))f (Figp—1,n—p)) || - (10)

Using the change of variable technique, substitute Fj1 ,_p,—2) = u; in (8) we get

n— D; —p—2)+u; —1
Fip—1n—p) = 31 (((?nfp_)l)/u(;_f_(f;)ui)/n) - l/n) - (10a)

Then partially differentiate (10a) and compute the Jacobian determinant in (10) as
O(Fi(1,n—p—2)Fi(p—1,n—p))
f(D“U”') = f(F’i(lw"*P*%)f(Fi(Pfl,’ﬂ*P)) « g(gi,ui()p el (11)

OF;i(1,n—p—2) OFi(1,n—p—2)

f(Dlvul) = f(Fi(l,n7p72))f(Fi(p71,nfp)) - (12)

oD; ou;
OFi(p—1,n—p) OFi(p—1,n—p)

oD; Ou;
From (12), we know the F-ratios are independent, then the density function of the

joint distribution of Fj(; n—p—2) and Fjp—1,n—p) are given as

f(Fi(l,n—p—2)7 Fi(p—l,n—p)) = f(Fi(l,n—p—Q))f(Fi(p—l,n—p))



f(Fi(l,n—p—Z)v Fi(p—l,n—p)) =
_(lyn—p-2
(1/n—p-2)'/? (1/2)-1 Fignp\ 25 ¢ )
e e (Fitin-p-2) 1+ h—p—2

n—p—2
B(3, *4=)
(p=1)/n—p) @~ V72 ((-1/2-1,  p—1 (p=1nep
Fi —1,n— 1 F’L —1,n— 2 2
*< B(E3, 23 (Fip-non) At = Fie-rn-n)

- (13)

where 0 S Fi(l,n—p—Q)» Fi(p—l,n—p) S oo,n, p > 0
0 H(((n—p—mui)((n—l)/n))

Pitacpen  MGapon =1 " -0/ s

_n—p (Ditn=p=2)(n=1)/n) )
L == ( (n—p—D)/(p+D)u? ) (14)

oD; u;
OFi(p—1,n—p) OFi(p—1,n—p)
oD, Ouy

and
_ n—p [ ((n=p=2)+u;)((n=1)/n)
p—1 ((n—p=1)/(p+1))u;

Then substitute (13) and (14) in (12) in terms of the substitution of u; we get the
joint distribution of Cook’s D and u; as

F(Di,ui) =

A/n=p=2"2 am-rg,  w -G
B(l n7§72) % nfpr

29

((p=1)/n=p)P=D/2 [, Dil(n—p=2)tu)(n-1)/m) _ q jy, ((p=1)/2)—1
B(25L,n52) p—1 ((n—p=1)/(p+1))u;

* 7(L_1+
Dy((n=p=2)+u)((n=1)/n) _ 75
(1 + ( (== D)/ s 1/”))

]

n—p

- (15)

where 0 < D; < 00,0 <wu; < oo and |J| = % (((n(z::;i;*j();f&llm)

Rearrange (15) and integrate with respect tou;, we get the marginal distribution of
D; as

(P—3)/2 _ C(n—
F(Diu) =alnp) 33 ( (p q3)/2 )( ( kl)/Q)

q=0 k=0 -(16)
o —1
,Y((p—3)/2)—q)\kfu‘i?*(pT+k)*1(1+ n7¥,2)_(q_(%71+k)+%)dui
0
where 0 < D; < oo,
a(n p) _ 1 (n_p_2)1/2(_1/n)(p73)/2
T BGEERBCE ) \ (- p - )/ D)(n - /) )

\— Di(n —p—2)
(n—p—-1)/(p+1)
— _ (Ditn=p=2)(n-1)
and 7y = — ( (n=p—1)/(p+1) )

Finally from (16), after the integration arranging the terms, we get the density of
Cook’s D distance as the form of series expression as



(p—3)/2 o
f(Disn,p) = a(n, p) Z Z( p- 3/2)(—(71;1)/2)
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- (17)
where, 0 < D; <ocon,p>0,n>p
(n ) _ 1 ( ('I’L —p— 2)71/2(71/71)(1)73)/2 )
P B 2B, 5 (= D/+ D) (0~ /n) 7
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From (17), it is the density function of Cook’s D distance which involves the normal-
izing constants such asa(n,p),8(n,p,q,k) andB(3, 2=2=2),B(25*, “52),B(q — (25* +
k), "%”71) are the Beta functions respectively with two parameters (n, p), where n is the
sample size and p is the no. of predictors used in the multiple linear regression model.
In order to know the location and dispersion of Cook’s D, the authors derived the first
two moments in terms of mean, variance from (8) and it is given as follows.

D; =

_(n-p-1) S EEPNY
P+ -1 <(FZ<M p-2/(n 2)) ; Figtn—p-2)/(n = p = 2)) )
*(L+n(p = 1)Fip-1),(n-p)/(n —p))
_ (n-p-1 <§:(_1)k (1/(n — p — 2))+L pr+? )
T p+D(n—1) P P i(1,n—p-2)
* (14+n(p = DFip-1),mp/(n— D))
- (18)
Therefore,

(p+1)(n—-1) P
#(L+n(p—DEFp-1),m-p)/(n—p))

_ (p(n=1)—2)(n—p—1)
E(D) = st mprn - (19)

EB(D) = b=l (Z F/(n—p-2)T BFS, 2>>>

From (18), Squaring on both sides and take expectation, we get the second moment
of the cook’s D as



D? = (M) <Z(1)k(k F1)(1/(n— p—2))k+ (Fm,npm)'“”)
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k=0
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- 20
Therefore, we know
V(D) = B(D?) — (E(D))? - (21)
Substitute (19) and (20) in (2%), we get

_ (n—p-1) 1
V(D) =tz ((p+1)<n—1>> *

(3 <p2+6p+n2(p2+2p—2)+n(2—2p2—8p)+8) _(n—p-1) ((p(n—l)—Z))2>

(n—p—2)(n—p—4) (n—p+1) 2

Moreover, the authors adopted test of significance approach of evaluating and iden-
tifying the influential observations in a sample. The approach is to derive the critical
points of the Cook’s distance by using (8) for different values of (n, p) and the significance
probability is given by by p (Di > Di(nyp)(a)) = a. Using the critical points, we can test
the significance of the influential observation computed from a multiple linear regression
model. The following tables 1 and 2 show the significance points of the distribution of
Cook’s D for varying sample size(n) and no.of predictors (p) at 5% and 1% significance

(@).



Table 1 Significant two-tail values of the Distribution of Cook’s D at 5% level of Significance
(P (D'i > Dl(o.os)) = 0.05)

n P

2 3 7 5 3 7 5 9 10 11 12 13 17 15
3 - - - - - - - - - - - - - -
1 33 | - = - - - = - = - = - = -
5 34 | 2.96 | - - - - - - - - - - - -
6 31 | 2.27 | 3.90 | - - - - - - - - - - -
7 27 | 1.76 | 2.85 | 4.37 | - - - - - - - - - -
8 24 | 1.41 | 2.15 | 3.14 | 4.65 | - - - - - - - - -
9 22 | 1.17 | 1.69 | 2.33 | 3.30 | 4.83 | - - - - - - - -
10 | .20 99 | 1.38 | 1.81 | 2.43 | 3.40 | 4.96 | - - - - - - -
11 i8 86 | 1.16 | 1.47 | 1.88 | 2.49 | 3.48 | 5.06 | - - - - - -
12 16 | .76 | 1.00 | 1.23 | 1.561 | 1.92 | 2.563 | 3.53 | 5.13 | - - - - -
13 i5 | .68 87 | 1.05 | 1.26 | 1.564 | 1.94 | 2.56 | 3.57 | 5.19 | - - - -
ia | .14 | .61 | .78 92 | 1.08 | 1.28 | 1.56 | 1.96 | 2.59 | 3.60 | 5.24 | - - -
i5 i3 56 | .70 81 94 | 1.09 | 1.29 | 1.57 | 1.97 | 2.60 | 3.62 | 5.27 | - -
16 12 51 63 73 83 94 | 1.09 | 1.30 | 1.57 | 1.98 | 2.61 | 3.64 | 5.31 | -
i7 | .12 a7 58 66 74 83 95 | 1.10 | 1.80 | 1.58 | 1.99 | 2.62 | 3.66 | 5.33
18 i1 a4 54 60 67 75 84 95 | 1.10 | 1.80 | 1.58 | 1.99 | 2.63 | 3.67
19 10 a1 50 55 61 67 75 | .84 95 | 1.10 | 1.30 | 1.58 | 2.00 | 2.64
20 | .10 39 6 51 56 61 67 | .75 84 95 | 1.10 | 1.30 | 1.59 | 2.00
21 | .09 36 43 48 52 56 61 | .67 75 84 95 | 1.10 | 1.80 | 1.59
22 | .09 34 41 a5 48 52 56 | .61 67 74 84 95 | 1.10 | 1.0
23 | .09 33 38 42 45 48 | .52 56 61 67 74 83 95 | 1.10
24 | .08 31 36 40 a2 45 | .48 52 56 61 67 74 83 95
25 | .08 29 34 37 40 42 | .45 48 52 56 61 67 74 83
26 | .08 28 33 35 38 40 | .42 45 48 51 56 61 67 74
27 | .07 27 31 34 36 38 | .40 42 45 48 51 55 60 66
28 | .07 26 30 32 34 36 | .37 39 a2 a4 a7 51 55 60
29 | .07 25 29 31 32 34 | .35 37 39 42 44 a7 51 55
30 | .07 24 27 29 31 32 | .34 35 37 39 a1 a4 a7 51
40 | .05 17 20 21 21 22 | .22 23 24 24 25 26 27 28
50 | .04 i3 i5 16 16 i6 | .17 17 i7 18 i8 18 i9 19
60 | .03 11 12 13 13 13 | .13 13 14 14 14 14 14 15
70 | .03 09 10 11 i1 11| .11 11 i1 11 i1 11 12 12
80 | .02 08 09 09 09 09 | .09 09 10 10 10 10 10 10
90 | .02 07 08 08 08 08 | .08 08 08 08 08 08 08 08
100 | .02 06 07 07 07 07 | .07 07 07 07 07 07 07 07
~ |0 0 0 0 0 0 0 0 0 0 0 0 0 0




Table 2 Significant two-tail

values of the Distribution of Cook’s D at 1% level of Significance
(P (D'i > Dl(o.os)) =0.01)

n P

2 3 7 5 3 7 5 9 10 11 12 13 17 15
3 - - - - - - - - - - - - - -
1 33 | - = - - - = - = - = - = -
5 37 | 9.64 | - - - - - - - - - - - -
6 37 | 6.43 | 12.42] - - - - - - - - - - -
7 35 | 4.85 | 7.84 | 13.81] - - - - - - - - - -
3 33 | 3.87 | 5.71 | 8.50 | 14.63| - - - - - - - - -
9 30 | 3.20 | 4.44 | 6.08 | 8.87 | 15.16 - - - - - - - -
10 | .28 | 2.72 | 3.60 | 4.66 | 6.27 | 9.10 | 15.53| - - - - - - -
i1 | .26 | 2.36 | 3.02 | 3.75 | 4.77 | 6.39 | 9.26 | 15.80] - - - - - -
12 | .25 | 2.08 | 2.569 | 3.12 | 3.81 | 4.83 | 6.46 | 9.37 | 16.01] - - - - -
13 | .23 | 1.86 | 2.26 | 2.66 | 3.15 | 3.84 | 4.87 | 6.51 | 9.45 | 16.17| - - - -
ia | .22 | 1.68 | 2.01 | 2.31 | 2.67 | 3.16 85 89 | 6.55 | 9.52 | 16.30| - - -
i5 | .20 | 1.53 | 1.80 | 2.04 | 2.32 | 2.67 | 3.16 | 3.86 | 4.90 | 6.57 | 9.56 | 16.41] - -
16 19 | 1.41 | 1.63 | 1.82 | 2.04 | 2.31 | 2.67 | 3.16 | 3.86 | 4.91 | 6.59 | 9.60 | 16.49| -
i7 | .18 | 1.30 | 1.49 | 1.65 | 1.82 | 2.03 | 2.30 | 2.66 | 3.15 | 3.85 | 4.91 | 6.60 | 9.64 | 16.57,
i8 | .17 | 1.21 | 1.38 | 1.50 | 1.64 | 1.81 | 2.02 | 2.29 | 2.65 | 3.14 | 3.85 | 4.91 | 6.61 | 9.66
19 | .16 | 1.13 | 1.27 | 1.38 | 1.49 | 1.63 | 1.79 | 2.00 | 2.28 | 2.64 | 3.14 | 3.85 | 4.91 | 6.62
20 | .16 | 1.06 | 1.19 | 1.28 | 1.37 | 1.48 | 1.61 | 1.78 | 1.99 | 2.26 | 2.63 | 3.13 | 3.84 | 4.91
21 i5 | 1.00 | 1.11 | 1.19 | 1.26 | 1.85 | 1.46 | 1.60 | 1.76 | 1.98 | 2.25 | 2.62 | 3.12 | 3.84
22 id | .94 | 1.04 | 1.11 | 1.17 | 1.25 | 1.34 | 1.45 | 1.58 | 1.75 | 1.97 | 2.24 | 2.61 | 3.12
23 i | .89 98 | 1.04 | 1.09 | 1.16 | 1.23 | 1.32 | 1.43 | 1.57 | 1.74 | 1.96 | 2.24 | 2.61
24 | .13 | .85 93 98 | 1.02 | 1.08 | 1.14 | 1.22 | 1.81 | 1.42 | 1.56 | 1.73 | 1.95 | 2.23
25 i3 | .81 88 92 96 | 1.01 | 1.06 | 1.12 | 1.20 | 1.30 | 1.41 | 1.55 | 1.72 | 1.94
26 12 77 84 88 91 95 99 | 1.05 | 1.11 | 1.19 | 1.28 | 1.40 | 1.54 | 1.71
27 | .12 74 80 83 86 89 | .93 98 | 1.03 | 1.10 | 1.18 | 1.27 | 1.39 | 1.53
28 i1 71 76 79 82 84 | .88 92 | .07 | 1.02 | 1.09 | 1.17 | 1.27 | 1.38
29 11 68 73 76 78 80 83 | .86 91 95 | 1.01 | 1.08 | 1.16 | 1.26
30 | .11 | .65 70 72 74 76 79 | .82 85 | .89 94 | 1.00 | 1.07 | 1.15
40 | .08 | .47 50 50 51 51 52 52 54 | .55 56 58 60 62
50 | .07 | .37 38 39 38 38 38 39 39 39 40 40 a1 42
60 | .05 | .30 31 31 31 31 30 30 30 31 31 31 31 32
70 | .05 | .26 26 26 26 26 25 25 25 25 25 25 25 25
80 | .04 | .22 23 23 22 22 22 21 21 21 21 21 21 21
90 | .04 | .20 20 20 19 19 19 19 i8 18 i8 i8 i8 18
100| .03 | .18 i8 18 17 17 17 16 i6 | .16 16 16 16 16
~ |0 0 0 0 0 0 0 0 0 0 0 0 0 0




4. Numerical Results and Discussion

In this section, the authors show a numerical study of evaluating the influential ob-
servation based on cook’s distance of the ith observation in a regression model. For this,
the authors fitted Step-wise linear regression models with different set of predictors in a
Brand equity study. The data in the study comprised of 18 different attributes about a
car brand and the data was collected from 275 car users. A well-structured questionnaire
was prepared and distributed to 300 customers and the questions were anchored at five
point Likert scale from 1 to 5. After the data collection is over, only 275 completed
questionnaires were used for analysis. The Step-wise regression results reveals 4 models
were extracted from the regression procedure by using IBM SPSS version 22. For each
model, the cook’s distance were computed and the identification of influential observa-
tions, comparison of proposed approaches with the traditional approach of identifying
influential observations are visualized in the following table.3

Table 3
Model| p Traditional approach
Cut-off 4/(n —p) No.of  Influential | Mean Cook’s D of
observation (n) Influential observa-
tions
1 1 | .014599 22 0797472
2 2 | .014652 20 0.074233
3 3 | .014706 19 0.084601
4 4 | .014760 24 0.062829
Proposed approach
Model| p 5% Significance level
Critical Cook’s D No.of  Influential | Mean Cook’s D of
observation (n) Influential observa-
tions
1 1 | .00700 31 .0586684
2 2 | .02288 15 0.093052
3 3 | .02493 13 0.113835
4 4 | .02528 15 0.088706
Model| p 1% Significance level
Critical Cook’s D No.of Influential | Mean Cook’s D of
observation (n) Influential observa-
tions
.01203 22 .0797470
1 1 | .06236 9 0.129777
2 2 | .06297 10 0.13628
3 3 | .06126 9 0.125272

p-no.of predictors n=275

Table-3 visualizes the results of the identification and evaluation process of the influ-
ential observation based on the cook’s D distance in a multiple linear regression model.
As far as the traditional approach is concern, the cut-off cook’s D distances are 0.014599
for model-1, 0.014652 for model-2, 0.014706 for model -3 and 0.014760 for model-4 re-
spectively. From model-1, we identified 22 observations are more than the prescribed
cut-off followed by 20, 19, 24 observations from model-2 model-3 and model-4 respec-
tively. This approach is traditional and if the analyst may change the cut-off then, it will
give different results. As far as the proposed approach is concern, the authors identified
the influential observations at 5% and 1% test of significance. As far as model 1 is con-
cern 31 observations are said to be influential because the cook’s D for these observations



are more than the critical cook’s D distance. Similarly 15 observations from model 2,
13 observations from model-3 and 15 observations from model-4 are also influential at
5% significance level. In the same manner, 22 observations are influential in model-1
at 1% level of significance followed by 9 observations from model-2 and 10 observations
from model-3 and 9 observations from model-4 are more than the critical cook’s D at
1% level of significance respectively. Another good evidence was also provided by the
authors that is the mean cook’s distance of the influential observations are higher than
the critical cook’s D for all the models at 5% and 1% significance level. This shows the
identification of influential observation based on the test of significance gives different re-
sults when compared to the traditional approach we recommend the proposed approach
is more scientific and it over rides the use of traditional approach in identifying influen-
tial observation in multiple regression model. The following control charts exhibits the
results of Table 3 graphically.
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Figure 1. Control charts for each fitted model shows the identification
of influential observations based on Traditional approach
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Figure 2. Control charts for each fitted model shows the identification
of influential observations at 5% significance level proposed approach
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Figure 3. Control charts for each fitted model shows the identification
of influential observations at 1% significance level based on proposed
approach



5. Conclusion

From the previous sections, the authors proposed a scientific approach which is based
on test of significance for identifying and evaluating the influential observation in a mul-
tiple linear regression model. At first, the exact distribution of the Cook’s D distribution
was derived and the authors proved, it followed a beta distribution with 2 shape param-
eters n and p and we expressed the density function of Cook’s D in series expression
form. Moreover, the authors computed the Critical points of Cook’s D and it is utilized
to evaluate the influential observations. Finally, the proposed approach which is more
systematic and scientific method of identifying the influential observation because it is
based on the test of significance and the results are different when compared it with
traditional approach. So the authors found that the proposed approach over rides the
use of traditional approach in identifying influential observation in multiple regression
models.
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