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Abstract— In this paper presents the structural analogy between the 
artificial neural net (ANN) architecture and communication system 
principles. Thus, a feed forward auto-associative ANN is assumed like a 
communication system and the channel capacity is defined as an 
information measure related to the number of hidden nodes which are in 
one hidden layer of the neural net. Here, the channel capacity formula 
which is given for the communication channel is represented as 
information a criterion that is connected with Shannon’s entropy. Hence 
it is defined as information capacity under the interpretation of cognitive 
capacity and set theory approach is also used to define the ANN in 
manner of cognitive system. 
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1 .  I N T R O D U C T I O N  

HE rapid development of technology over the past decade 
in the neural network topology area, has determined that 
one of the most important problems here is the 

determination of number of hidden nodes and layers in the 
neural topology. It is shown that there are a lot of studies in 
the theoretical and application area [1-3]. As studies show, at 
present time this is still an open problem, but its importance is 
reduced due to the development of hardware technologies, and 
then the time for computing data is reduced. However, 
technology which are using today goes to different fields for 
example quantum computing and artificial cognitive system. 
Especially, the cognitive system engineering applications will 
be point of focus at next generations of the technology. The 
cognitive system consists of: Sensing, learning, 
communication, logic and decision making. In this sense, a 
neural network can be considered as learning system which is 
consistent with the data, and also it can be interpreted from 
this framework and it is presented as follows. This study 
defines the artificial neural networks (ANN) as a cognitive 
structure and its hidden layer is described as communication 
channel and hence, interpreted as an information processor 
unit. In this manner ANN’s cognitive interpretation is given.   

2 .  A R T I F I C A L  N E U R A L  N E T W O R K  

( A N N )  A N D  A  B A S I C  

C O M M U N I C A T I O N  S Y S T E M  

 An artificial Neural Network can be related with the 
Communication system as below.  

2.1. The Topology of ANN  

An ANN-topology can be defined as parallel massively 

distributed system [4,5] by the following figure 1:  

 
Fi g .1 .  An  au to  a s s oc i a t i v e  n eu ro l  n e t wo rk  

As indicated in figure 1 it is in the form of auto-associative, 
namely its input nodes number equals to output nodes number. 
Where, the input and output matrices are respectively defined 
with the same dimensions as below: 

 

𝑋 =̂ [

𝑥11 𝑥12 …

⋮ ⋮
𝑥𝑁1 𝑥𝑁2 …

     

𝑥1𝑀

⋮
𝑥𝑁𝑀

]

𝑁×𝑀

 

and 
 

𝑌 =̂ [

𝑦11 𝑦12 …

⋮ ⋮
𝑦𝑁1 𝑦𝑁2 …

     

𝑦1𝑀

⋮
𝑦𝑁𝑀

]

𝑁×𝑀

 

 
Here the neural topology is accepted with only one hidden 

layer to get the simplicity and the number of the hidden nodes 
taken place in the hidden layer is considered as an unknown 
parameter (variable). This unknown parameter, which is the 
number of hidden nodes, is represented as channel capacity of 
the Communication system.  

  
2.2. Communication Channel 

Basic structure of a communication system is highly similar 
with the neural topology [6] as shown in Figure 1 and 2,  

 
Fig. 2. A Communication System. 

where  

M: Modulator, T: Transmitter, R: Receiver and DM: 
Demodulator; 

The communication channel can be represented in the form of 
wire, air, radio link etc. 

The channel capacity is described by the Shannon’s formula as 
follows 

𝐶𝑚𝑎𝑥 = 𝐵𝑙𝑜𝑔2[1 + 𝑆𝑁𝑅]                          (1)                         

Here, 

 𝐶𝑚𝑎𝑥: Maximum channel capacity and [𝐶𝑚𝑎𝑥]: 𝑏𝑖𝑡
𝑠⁄  

𝐵: Band-width of the channel, 

T 
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𝑆𝑁𝑅: Signal to Noise Ratio. 

3 .  S H A N N O N ’ S  I N F O R M A T I O N  A N D  

A N N - T O P O L O G Y   

Analysis of the literature [1-3] showed that C. Shannon was 
defined the channel capacity by a mathematical method as 
indicated in Eq. (1). The Shannon’s approach can be generated 
from the Boltzmann’s entropy [7] approach as shown in 

𝐻 = 𝑘 ln(𝑊).                                           (2) 

Here 𝑊 is the number of macroscopic states in the system 
while indicating the constant 𝑘 is Boltzmann’s constant.  
C. Shannon developed this concept in the probabilistic manner 
and it was given as written below: 

𝐻 = − ∑ 𝑝𝑖

𝑁

𝑖=1

𝑙𝑜𝑔2 (𝑝𝑖).                         (3) 

Where, 𝑁 is number of the possible states and 𝑝𝑖  is (i=1, 2,…, 
N) also probability value which is connected with each case 
(state).  

 

3.1. ANN Topology and Channel Capacity 

An auto-associative neural network topology is considered as 
shown in the figure 1, it is input-output pairs has same 
dimensions as vector sizes, in terms of the number of training 
patterns, the following assumptions is taken into account: 

Assumption: 

The input matrix can be defined as a square matrix 

Ḭ =̂ [

𝑥11 𝑥12 …

⋮ ⋮
𝑥𝑁1 𝑥𝑁2 …

     

𝑥1𝑁

⋮
𝑥𝑁𝑁

]

𝑁×𝑁

 

 

The probability of each of elements is appeared in the matrix Ḭ 
is defined with equally likelihood cases:     

𝑝𝑖 =̂ 𝑝(𝑥𝑖) =
1

𝑁
 

Hence, the Shannon’s formula which is given by equation (1) 
can be written as  

𝐻 = − ∑ 𝑝𝑖

𝑁

𝑖=1

𝑙𝑜𝑔2 (𝑝𝑖) = −𝑁 (
1

𝑁
𝑙𝑜𝑔2 (

1

𝑁
)) , 

𝐻 =  −𝑁𝑙𝑜𝑔2 (
1

𝑁
) = 𝑙𝑜𝑔2(𝑁).                     (4) 

And it is approximated to number of hidden nodes 𝑀, using 
proportionality: 

  𝑀 ∝ 𝐻 = 𝑙𝑜𝑔2 (𝑁)                         (5)  

Therefore, this proportionality, the factor J used in Equation 
(6) and it is an integer.  

As a result of this calculation, the equation (1) that is 
Shannon’s channel capacity can be extended to neural 
topology in the form of  

𝑀 = 𝐽 𝑙𝑜𝑔2 (𝑁).                                      (6) 

In this formula, N is a number of states or number of elements 
of input vector. Factor J is also proportionality constant and M 

is also number of the hidden nodes in the one hidden layer 
[1,2]. This is also the equality of channel capacity which is 
defined in the Communication Systems. Hence, it is described 
as an information amount (Inf.) depending on the topology [1, 
2,8]. 

4 .  D E F I N I T I O N  O F  A  C O G N I T I N E  

S Y S T E M  

A cognitive system is related with cognition and the cognition 
is also a combination of the Perception, Attention, Memory 
and Intelligent. In general manner, the cognitive system is 
defined with the other abilities between the perception and 
action. These are realized on the environment by means of the 
feedback mechanism as shown in the following figure 3 [9]. 

 
Fig. 3. Cognitive System: Dynamical Perception-action cycle. 

 This perceptron-action cycle gets to provide the information 
about the environment. Hence, the information is gained by 
going on one cycle to the next. This is a Cognitive Dynamical 
System. 

In this cycle, the action is an executive subsystem and it 
plays role of the memory received from the environment. In 
this manner, it is presented as an executive memory that learns 
from actions on the environment. From another side, the 
perceptual memory is connected with the learning from 
observations of the environment. More general form of the 
memory system is “working memory” which provides the 
means between the perceptual memory and executive memory. 
The whole memory system provides the prediction of actions 
taken by the system while learning from the system [10, 11]. 

Attention is another function of the cognitive system and it is 
a structure which is built on the perception and memory 
system. In this manner it is a subsystem of the perception and 
memory. Intelligence is a basic function of cognitive system 
and it is based upon the perception, memory and attention as 
an upper system of 4-functions. These 4-functions of the 
cognition mechanism provide the decision making to do the 
intelligent choices under the uncertainties. In this sense a 
cognitive system is defined by the following Venn-diagram: 
 

 
Fig. 4. Venn-diagram of cognitive system. 

Where At: Attention and  𝐴𝑡 ⊂ 𝑃 ⊂ 𝑀 ⊂ 𝐼𝑔 ⊂ 𝐶 

Environmen
t  

Action Perception 

Feedback 

Attentio
n 

Perception 

     (P) 

Memory 
    (M) 

Intelligence 
       (Ig) 

Cognition 
       (C) (At

) 



3 

 

 

 
Copyright © The Journal of Cognitive Systems (JCS)                                     ISSN: 2548-0650                                                                 http://dergipark.gov.tr/jcs 

 

THE JOURNAL OF COGNITIVE SYSTEMS    Vol. 3, No. 1, 2018   

 
                   𝑀 ⊃ (𝐴𝑡 ∪ 𝑃 )                                           (7)                                         

                        𝐼𝑔 ⊃ (𝐴𝑡 ∪ 𝑃 ∪ 𝑀)                                  (8) 

                               𝐶 ⊃ (𝐴𝑡 ∪ 𝑃 ∪ 𝑀 ∪ 𝐼𝑔 )                          (9)   

5 .  C O N C L U D I N G  R E M A R K S  A N D  

C O G N I T I V E  I N T E R P R E T A T I O N  

The comparisons on the cognitive system (COGS) and 
artificial Neural Network (ANN) can be representing as shows 
bellow: 

 
Fig. 5. The displaying between ANN and COGS. 

Here ANN is a function of 𝐼: Input; 𝑂: Output; 𝑊: Weight and 
𝐿: Learning as well as architecture for COGS it becomes 𝐴𝑡: 
Attention; 𝐴𝑐: Action; 𝑃: Perceptron; 𝑀: Memory and 𝐼𝑔: 
Intelligence. 

Thus, ANN provides the one-to-one relationship with COGS. 
But, the connection between 𝐿 and 𝐼𝑔 is dashed line because 
of the connection in weak sense because 𝐼𝑔 is not identity to 
the learning. However, using the communication channel 
capacity approach, it is connected with the number of the 
hidden nodes in a one-hidden layer and hence, this units play 
role of the Information processor and its capacity. Therefore, it 
is shown as below: 

 
Fig. 6. The Venn diagram for getting the information (Inf) in the hidden layer.  

As a result the functional structure of the trained ANN can be 
given as  𝐴𝑁𝑁∗: 𝑓(𝐼, 𝑂, 𝑊∗, 𝐿, 𝐼𝑛𝑓); *: after the training. 

Then, 𝐴𝑁𝑁∗ becomes a cognitive system under the 
consideration of following comparison:   

 
Fig. 7. The displaying between ANN* and COGS. 

Finally, the concept of the cognition can be attributed to the 
ANN-structure by means of the information capacity of the 
hidden nodes in ANN. 

 

5.1. Displaying Compositions Between ANN and COGS 
Sets 

In set theory, there are three types of the relationships. These 
are respectively injective, surjective and bijective. If the 
displaying considered as shown in figures (5) and (7), they can 
be represented in the form of the combinations. 

𝐷𝑖𝑠𝑝𝑙𝑎𝑦𝑖𝑛𝑔 ∶ 𝐴𝑁𝑁 → 𝐴𝑁𝑁∗ → 𝐶𝑂𝐺𝑆 

 

Fig. 8. The injective compositions of Displaying. 

This is injective combination: ANN* need not be injective, in 
this manner the relationship between 𝐴𝑁𝑁 and 𝐶𝑂𝐺𝑆 is one-
to-one relation with the reason of injective property. However, 
the element 𝐴𝑡, which shows the attention function, in the 
𝐶𝑂𝐺𝑆 is not connected with any element in 𝐴𝑁𝑁 or ANN*. 
However, this function can be related with the input element 
of the 𝐴𝑁𝑁 (or ANN*). This provides a feedback connection 
of the cognitive system. To get this feedback, the order of the 
displaying is changed as follows:  

 

 

 

Fig. 9. The surjective compositions of Displaying. 

Here the entire relationship is in the form of surjective 
composition. It means that if there is any relationship in a next 
way 𝑓: 𝑌 → 𝑍 it can be shown by the 𝑓: 𝑍 → 𝑌, then it can be 
interpreted as ANN* also becomes Cognitive system while a 
Cognitive system is displaying to a 𝐴𝑁𝑁 system. Hence, the 
cognitive systems can be interpreted by means of the ANN 
[12]. 
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