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#### Abstract

We give formulas for the conditional and unconditional expectations of products of multivariate Hermite and modified Hermite polynomials, each with a multivariate normal argument. A unified approach is given that covers both of these polynomials, each associated with a covariance matrix. This extended Hermite polynomial is associated with a matrix which is the difference between two covariance matrices, in other words, with any symmetric matrix.
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## 1. Introduction

Conditional expectation identities have a fundamental role in contingency table analysis and its applications, see, for example, Lancaster (1957). A well known identity is that $\mathbb{E}\left[H_{n}\left(X_{2}\right) \mid X_{1}\right]=\rho^{n} H_{n}\left(X_{1}\right)$, where $H_{n}(\cdot)$ is a Hermite polynomial and $\left(X_{1}, X_{2}\right)$ has the standard bivariate normal distribution with correlation coefficient $\rho$. Conditional expectation identities are also useful for characterizing distributions, see Gupta and Ahsanullah (2004). Applications of conditional expectation identities are numerous. Some recent applications include: multivariate input processes (Biller and Ghosh, 2006); mechanisms that modulate the transfer of spiking correlations (Rosenbaum and Josić, 2011); linear-feedback sum-capacity for Gaussian multiple access channels (Ardestanizadeh et al., 2012).

In this short note, we derive conditional expectation identities involving a product of multivariate Hermite and/or modified Hermite polynomials with multivariate normal arguments. This is done by extending the family of these polynomials to a polynomial associated with a matrix whose eigenvalues may be both positive and negative. Our identities generalize that due to Lancaster (1957).

[^0]We illustrate the main results of this short note by several examples, see Example 1.1 and Examples 2.1 to 2.5 . These examples give new expressions for expectations of Hermite polynomials with random arguments and expectations of products of Hermite polynomials with random arguments. Such expectations crop up in many theoretical as well as applied areas. We mention: non-central limit theorems for non-linear functionals of Gaussian fields (Dobrushin and Major, 1979, Section 4); combinatorial problems (Azor et al., 1982); Wiener analysis of binary hysteresis systems (Nakayama and Omori, 1982); level crossings for regularized Gaussian processes (Berzin et al., 1998); central limit theorems for functionals of level overshoot by a Gaussian field with dependence (Jeon (1998), see, for example, equation (4)); nonlinear time series analysis (Terdik (1999), see, for example, equation (2.20)); locating human faces in a cluttered scene (Rajagopalan et al. (2000), see, for example, equation (3)); influence of the order of input expansions in spectral stochastic finite element methods (Gaignaire et al. (2006), see, for example, equations (4)-(5)); stochastic finite element based on stochastic linearization for stochastic nonlinear ordinary differential equations with random coefficients (Saleh et al., 2006, Section 3). Hence, the expressions given in the examples can be very useful.

Let $\mathbb{N}_{+}$and $\mathbb{R}$ denote the set of non-negative integers and the set of real numbers. Suppose that

$$
\begin{equation*}
X=N_{V} \sim \mathcal{N}_{p}(0, V) \tag{1.1}
\end{equation*}
$$

a $p$-dimensional normal random variable with zero means and covariance $V$. If $V>0$, that is, if $V$ is positive-definite, then its density is

$$
\phi_{V}(x)=(2 \pi)^{-p / 2} \operatorname{det}(V)^{-1 / 2} \exp \left(-x^{\prime} V^{-1} x / 2\right)
$$

for $x \in \mathbb{R}^{p}$. For $n \in \mathbb{N}_{+}^{p}, t \in \mathbb{R}^{p}, x \in \mathbb{R}^{p}$ and $D_{j}=\partial / \partial x_{j}$, set $n!=\prod_{j=1}^{p} n_{j}!$, $t^{n}=$ $\prod_{j=1}^{p} t_{j}^{n_{j}},(-D)^{n}=\prod_{j=1}^{p}\left(-D_{j}\right)^{n_{j}}$ and define the $n$th multivariate Hermite polynomial as

$$
H_{n}(x, V)=\phi_{V}(x)^{-1}(-D)^{n} \phi_{V}(x)=\exp (q / 2)(-D)^{n} \exp (-q / 2)
$$

for $q=x^{\prime} V^{-1} x$ and $n \in \mathbb{N}_{+}^{p}$. This is shown in Withers (2000) to be given simply by

$$
H_{n}(x, V)=\mathbb{E}\left[V^{-1}(x+\mathrm{i} X)\right]^{n}
$$

where $\mathrm{i}=\sqrt{-1}$, see also Withers and McGavin (2003). Its exponential generating function (egf) is

$$
(1.2) \sum_{n \in \mathbb{N}_{+}^{p}} H_{n}(x, V) t^{n} / n!=\mathbb{E}\left\{\exp \left[t^{\prime} V^{-1}(x+\mathrm{i} X)\right]\right\}=\exp \left(t^{\prime} V^{-1} x-t^{\prime} V^{-1} t / 2\right)
$$

for $x, t \in \mathbb{R}^{p}$. The $n$th modified multivariate Hermite polynomial is defined by

$$
H_{n}^{*}(x, V)=\phi_{V}(x) D^{n} \phi_{V}(x)^{-1}=\mathbb{E}\left\{\left[V^{-1}(x+X)\right]^{n}\right\}
$$

for $n \in \mathbb{N}_{+}^{p}$. This is just $H_{n}(x, V)$ with all its signs positive. Its egf is

$$
\text { (1.3) } \sum_{n \in \mathbb{N}_{+}^{p}} H_{n}^{*}(x, V) t^{n} / n!=\mathbb{E}\left[\exp \left(t^{\prime} V^{-1}(x+X)\right)\right]=\exp \left(t^{\prime} V^{-1} x+t^{\prime} V^{-1} t / 2\right)
$$

for $x, t \in \mathbb{R}^{p}$. There is a problem with notation: $H_{n}\left(x, V^{-1}\right)=\mathbb{E}\left[(V x+\mathrm{i} X)^{n}\right]$ and its modified form exist for $V \geq 0$ (positive semi-definite), not just for $V>0$ (positive definite). Some authors get around this by using $V$ rather than $V^{-1}$ as the second argument: see page 273 of Willink (2005).

We prefer to work with what we shall call the extended Hermite polynomial

$$
h_{n}(x, C)=\mathbb{E}\left[(x+Y+\mathrm{i} Z)^{n}\right]
$$

for $n \in \mathbb{N}_{+}^{p}, x \in \mathbb{R}^{p}$ and $C=A-B \in \mathbb{R}^{p \times p}$, where $Y \sim \mathcal{N}_{p}(0, A)$ and $Z \sim \mathcal{N}_{p}(0, B)$ are independent. That this polynomial only depends on $(A, B)$ through $C$, follows from its egf,

$$
\sum_{n \in \mathbb{N}_{+}^{p}} h_{n}(x, C) t^{n} / n!=\exp \left(t^{\prime} x+t^{\prime} C t / 2\right)
$$

for $t \in \mathbb{R}^{p}$. So, $h_{n}(x, 0)=x^{n}$.
1.1. Theorem. Using the egf, it follows that

$$
\begin{align*}
& h_{n}\left(x_{1}+x_{2}, C_{1}+C_{2}\right) / n!=h_{n}\left(x_{1}, C_{1}\right) / n!\otimes h_{n}\left(x_{2}, C_{2}\right) / n! \\
& h_{n}(x, A-B) / n!=h_{n}\left(x_{1}, A\right) / n!\otimes h_{n}\left(x_{3},-B\right) / n!, x=x_{1}+x_{3} . \tag{1.4}
\end{align*}
$$

For $A>0, B>0$ we shall see that this is essentially a convolution of a Hermite polynomial and a modified Hermite polynomial. Here, $a_{n} \otimes b_{n}=\sum_{0 \leq k \leq n, k \in \mathbb{N}_{+}^{r}} a_{k} b_{n-k}$ is the convolution of $a_{n}$ and $b_{n}$ in $\mathbb{N}_{+}^{r}$. The obvious choice of $x_{1}$ is $x$. In this case, $h_{n}\left(x_{3},-B\right)=h_{n}(0,-B)=\mathrm{i}^{n} \mathbb{E}\left[Z^{n}\right]$ is essentially just a moment of a multivariate normal.

The choice of $A, B$ is not unique. We can write $C=H^{\prime} \Lambda H$, where $H^{\prime} H=I$ and $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{p}\right)=\operatorname{diag}\left(\Lambda_{1}, 0,-\Lambda_{3}\right)$, where $\lambda_{1} \geq \cdots \geq \lambda_{p}$ and $\Lambda_{j}>0$ for $j=1,3$. That is, $\Lambda_{1}$ consists of the positive eigenvalues of $C$ and $-\Lambda_{3}$ consists of the negative eigenvalues of $C$. Then the obvious choice of $A, B$ is the minimal choice,

$$
\begin{equation*}
A=H^{\prime} \operatorname{diag}\left(\Lambda_{1}, 0,0\right) H, B=H^{\prime} \operatorname{diag}\left(0,0, \Lambda_{3}\right) H \tag{1.5}
\end{equation*}
$$

If $C=0$, that is $A=B$, then $Y+\mathrm{i} Z \sim \mathcal{C} N_{p}(0, V)$, the complex normal distribution with complex covariance $\mathbb{E}\left[\left(Y Y^{\prime}+Z Z^{\prime}\right)\right]=2 A$. Its real moments are all zero: $\mathbb{E}\left[(Y+\mathrm{i} Z)^{n}\right]=0$ for $n \in \mathbb{N}_{+}^{p}$.

By (1.2) and (1.3) we have the other special cases

$$
\begin{align*}
h_{n}(x, V) & =\mathbb{E}\left[(x+X)^{n}\right] \text { if } V \geq 0,  \tag{1.6}\\
& =H_{n}^{*}\left(V^{-1} x, V^{-1}\right) \text { if } V>0,  \tag{1.7}\\
h_{n}(x,-V) & =\mathbb{E}\left[(x+\mathrm{i} X)^{n}\right] \text { if } V \geq 0  \tag{1.8}\\
& =H_{n}\left(V^{-1} x, V^{-1}\right) \text { if } V>0 \tag{1.9}
\end{align*}
$$

Equivalently when $V>0, H_{n}^{*}\left(x, V^{-1}\right)=h_{n}(V x, V)$ and $H_{n}\left(x, V^{-1}\right)=h_{n}(V x,-V)$. So, the class of functions $h_{n}(x, C)$ includes $x^{n}, H_{n}(x, V), H_{n}^{*}(x, V)$ as well as the mixed case, where $C$ has both positive and negative eigenvalues.

Note that for $p=1, n \in \mathbb{N}_{+}, x \in \mathbb{R}$ and $N \sim \mathcal{N}(0,1), h_{n}(x, 1)=\mathbb{E}\left[(x+N)^{n}\right]=H_{n}^{*}(x)$ and $h_{n}(x,-1)=\mathbb{E}\left[(x+\mathrm{i} N)^{n}\right]=H_{n}(x)$, where $H_{n}(x)=H_{n}(x, 1)$ and $H_{n}^{*}(x)=H_{n}^{*}(x, 1)$ are the usual univariate Hermite and modified Hermite polynomials. Also

$$
\begin{array}{rl}
H_{n}\left(x, \sigma^{-2}\right) & =\sigma^{n} H_{n}(\sigma x) \\
H_{n}^{*}\left(x, \sigma^{-2}\right) & =\sigma^{n} h_{n}(\sigma x,-1),  \tag{1.11}\\
n & * \\
(\sigma x) & =\sigma^{n} h_{n}(\sigma x, 1) .
\end{array}
$$

We now partition $X$ of (1.1) as $\binom{X_{1}}{X_{2}}$ with $X_{j} \in \mathbb{R}^{p_{j}}$, so that $p_{1}+p_{2}=p$. We denote conditional expectation by $\mathbb{E}^{X_{1}}[f(X)]=\mathbb{E}\left[f(X) \mid X_{1}\right]$. Partition $V$ into $\left(V_{j k}: j, k=1,2\right)$, where $V_{j k}$ is a $p_{j} \times p_{k}$ block matrix, and set $V_{2 \cdot 1}=\operatorname{covar}\left(X_{2} \mid X_{1}\right)=V_{22}-V_{21} V_{11}^{-1} V_{12}$ if $p_{1}>0$, and $V_{2 \cdot 1}=\operatorname{covar}\left(X_{2}\right)=V_{22}$ if $p_{1}=0$. The latter corresponds to not conditioning. We assume that $V_{2 \cdot 1}>0$, that is, $X_{2}$ is not just a multiple of $X_{1}$.

Now consider $\alpha=\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{R}^{r \times p}$ with $\alpha_{j} \in \mathbb{R}^{r \times p_{j}}$ so that $\alpha X=\sum_{j=1}^{2} \alpha_{j} X_{j}$. We have the following.
1.2. Theorem. Suppose that $Y=\binom{Y_{1}}{Y_{2}}=X+\mu \sim \mathcal{N}_{p}(\mu, V)$ with $Y_{j} \in \mathbb{R}^{p_{j}}, j=1,2$. Partition $\mu$ in the same way. Set

$$
\begin{equation*}
\delta=\left(\alpha_{1}+\alpha_{2} V_{21} V_{11}^{-1}\right)\left(Y_{1}-\mu_{1}\right), F_{0}=\alpha_{2} V_{2 \cdot 1} \alpha_{2}^{\prime}, F=F_{0}+C \tag{1.12}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathbb{E}^{Y_{1}}\left[h_{n}(\alpha Y, C)\right]=h_{n}(\alpha \mu+\delta, F) . \tag{1.13}
\end{equation*}
$$

We now give some special cases with $\mu=0$, that is $Y=X$ of (1.1), in terms of the Hermite polynomials $H_{n}, H_{n}^{*}$. Taking $C=0$ gives

$$
\begin{equation*}
\mathbb{E}^{X_{1}}\left[(\alpha X)^{n}\right]=H_{n}^{*}\left(F_{0}^{-1} \delta, F_{0}^{-1}\right) \tag{1.14}
\end{equation*}
$$

for $F_{0}>0$, that is, for $r \leq p_{2}$ and $\alpha_{2}$ of rank $r$.
By (1.6) for $C \geq 0, h_{n}(x, C)=\mathbb{E}\left[\left(x+N_{C}\right)^{n}\right]$ so that by (1.13), the left hand side of (1.13) is equal to $h_{n}(\delta, F)=\mathbb{E}\left[\left(\delta+N_{F}\right)^{n}\right]$. So, by (1.7),

$$
\begin{equation*}
\mathbb{E}^{X_{1}}\left[H_{n}^{*}\left(C^{-1} \alpha X, C^{-1}\right)\right]=H_{n}^{*}\left(F^{-1} \delta, F^{-1}\right) \tag{1.15}
\end{equation*}
$$

for $C>0$. By (1.8) for $D=-C \geq 0, h_{n}(x, C)=\mathbb{E}\left[\left(x+\mathrm{i} N_{D}\right)^{n}\right]$ so that by (1.13), the left hand side of (1.13) is equal to $h_{n}(\delta, F)=\mathbb{E}\left[\left(\delta+i N_{G}\right)^{n}\right]$ if $G=-F=D-F_{0} \geq 0$. So, by (1.9),

$$
\begin{equation*}
\mathbb{E}^{X_{1}}\left[H_{n}\left(D^{-1} \alpha X, D^{-1}\right)\right]=H_{n}\left(G^{-1} \delta, G^{-1}\right) \tag{1.16}
\end{equation*}
$$

for $G=D-F_{0}>0$.
Taking $p_{1}=0$ gives $\mathbb{E}\left[h_{n}(\alpha Y, C)\right]=h_{n}(\alpha \mu, F)$, where $F=C+\alpha V_{22} \alpha^{\prime}$. For example, taking $C>0$, then $\mathbb{E}\left[H_{n}^{*}\left(C^{-1} \alpha Y, C^{-1}\right)\right]=H_{n}^{*}\left(F^{-1} \alpha \mu, F^{-1}\right)$.
1.3. Example. Take $r=1$ and set $\beta=\alpha^{\prime} \in \mathbb{R}^{p}$ and $\beta_{j}=\alpha_{j}^{\prime} \in \mathbb{R}^{p_{j}}$. Set $v=\beta_{2}^{\prime} V_{2 \cdot 1} \beta_{2}$. Then by (1.14), (1.15) at $C=1,(1.11),(1.16)$ at $C=-1$, and (1.10),

$$
\begin{align*}
\mathbb{E}^{X_{1}}\left[\left(\beta^{\prime} X\right)^{n}\right] & =\sigma^{n} H_{n}^{*}(\delta / \sigma) \text { for } \sigma^{2}=v>0,  \tag{1.17}\\
\mathbb{E}^{X_{1}}\left[H_{n}^{*}\left(\beta^{\prime} X\right)\right] & =\sigma^{n} H_{n}^{*}(\delta / \sigma) \text { for } \sigma^{2}=1+v,  \tag{1.18}\\
\mathbb{E}^{X_{1}}\left[H_{n}\left(\beta^{\prime} X\right)\right] & =\sigma^{n} H_{n}(\delta / \sigma) \text { for } \sigma^{2}=1-v>0,  \tag{1.19}\\
& =\sigma^{n} H_{n}^{*}(\delta / \sigma) \text { for } \sigma^{2}=v-1>0, \\
& =\delta^{n} \text { for } v=1 .
\end{align*}
$$

For example, taking $p_{1}=0$ and setting $v=\beta^{\prime} V \beta$ and $N \sim \mathcal{N}(0,1)$ gives

$$
\begin{aligned}
\mathbb{E}\left[\left(\beta^{\prime} X\right)^{n}\right] & =\sigma^{n} \mathbb{E}\left[N^{n}\right] \text { for } \sigma^{2}=v>0 \\
\mathbb{E}\left[H_{n}^{*}\left(\beta^{\prime} X\right)\right] & =\sigma^{n} \mathbb{E}\left[N^{n}\right] \text { for } \sigma^{2}=1+v, \\
\mathbb{E}\left[H_{n}\left(\beta^{\prime} X\right)\right] & =\sigma^{n} \mathbb{E}\left[(\mathrm{i} N)^{n}\right] \text { for } \sigma^{2}=1-v>0, \\
& =\sigma^{n} \mathbb{E}\left[N^{n}\right] \text { for } \sigma^{2}=v-1>0 \\
& =\delta_{0 n} \text { for } v=1,
\end{aligned}
$$

where $\delta_{j k}=1$ or 0 for $j=k$ or $j \neq k$. Consider the standardized bivariate normal, $p_{j} \equiv 1, V=\binom{1 \rho}{\rho 1}$, where $|\rho|<1$. Then in (1.17)-(1.19), $\delta=\left(\beta_{1}+\rho \beta_{2}\right) X_{1}$ and $\sigma^{2}$ is given by $\left(1-\rho^{2}\right) \beta_{2}^{2}, 1+\left(1-\rho^{2}\right) \beta_{2}^{2}, 1-\left(1-\rho^{2}\right) \beta_{2}^{2}$, respectively. If also $\beta_{2}=1$ then one can take $\sigma=\rho$ in (1.19) since $\rho N$ has the same distribution as $|\rho| N$ for $N \sim \mathcal{N}(0,1)$, giving $\mathbb{E}^{X_{1}}\left[H_{n}\left(\beta_{1} X_{1}+X_{2}\right)\right]=\rho^{n} H_{n}\left(\left(\beta_{1} / \rho+1\right) X_{1}\right)$.

In the notation of (1.1), we can write $N_{C_{1}}=H^{\prime} N_{L_{1}}, N_{C_{3}}=H^{\prime} N_{L_{3}}$, where $L_{1}=$ $\operatorname{diag}\left(\Lambda_{1}, 0,0\right)$ and $L_{3}=\operatorname{diag}\left(0,0, \Lambda_{3}\right)$. In our result, (1.13), the form of $h_{n}(x, C)$ is determined by the eigenvalues of $C$, while the form of $h_{n}(\delta, F)$ is determined by the eigenvalues of $F$. We now show the following.
1.4. Theorem. An eigenvalue of $F$ of (1.12) is either an eigenvalue of $C$ or it satisfies

$$
\begin{equation*}
\operatorname{det}\left(V_{2 \cdot 1}^{-1}-J_{\lambda}\right)=0 \tag{1.20}
\end{equation*}
$$

where $J_{\lambda}=\alpha_{2}^{\prime}\left(\lambda I_{r}-C\right)^{-1} \alpha_{2}$.

In Section 2, we extend our result, (1.13), to products of extended Hermite polynomials. Some conclusions and future work are noted in Section 3. The proofs of all main results are provided in the appendix.

## 2. An extension to products

We now give an extension of Theorem 1.2 to products. Suppose that for $1 \leq k \leq K$, $n_{k} \in \mathbb{N}_{+}^{r_{k}}, t_{k} \in \mathbb{R}^{r_{k}}, C_{k}$ in $\mathbb{R}^{r_{k} \times r_{k}}, \alpha_{k}=\left(\alpha_{k 1}, \alpha_{k 2}\right) \in \mathbb{R}^{r_{k} \times p}, \alpha_{k j} \in \mathbb{R}^{r_{k} \times p_{j}}$.
2.1. Theorem. Suppose that $Y=\binom{Y_{1}}{Y_{2}} \sim \mathcal{N}_{p}(\mu, V)$ with $Y_{j} \in \mathbb{R}^{p_{j}}, j=1$, 2. Partition $\mu$ in the same way. Set $\delta_{k}=\left(\alpha_{k 1}+\alpha_{k 2} V_{21} V_{11}^{-1}\right)\left(Y_{1}-\mu_{1}\right), \widetilde{\delta}_{k}=\alpha_{k} \mu+\delta_{k}, \widetilde{\delta}^{\prime}=\left(\widetilde{\delta}_{1}^{\prime}, \ldots, \widetilde{\delta}_{K}^{\prime}\right)$, $n^{\prime}=\left(n_{1}, \ldots, n_{K}\right), \gamma^{\prime}=\left(\alpha_{12}^{\prime}, \ldots, \alpha_{K 2}^{\prime}\right), \Lambda=\operatorname{diag}\left(C_{1}, \ldots, C_{K}\right)$ and $D=\Lambda+\gamma V_{2 \cdot 1} \gamma^{\prime}$. Then

$$
\begin{equation*}
\mathbb{E}^{Y_{1}}\left[\prod_{k=1}^{K} h_{n_{k}}\left(\alpha_{k} Y, C_{k}\right)\right]=h_{n}(\widetilde{\delta}, D) . \tag{2.1}
\end{equation*}
$$

2.2. Example. Find $a_{n}=\mathbb{E}\left[\prod_{k=1}^{K} H_{n_{k}}(N)\right]$ for $N \sim \mathcal{N}(0,1)$. So, $\mu=p_{1}=0, p_{2}=V=$ $\alpha_{k}=1, C_{k}=-1, \widetilde{\delta}=0, \gamma=1_{K}$, the $K$-vector of ones, $D=1_{K} 1_{K}^{\prime}-I_{K}$.
If $K=1$ then $D=0$ so $a_{n}=\delta_{n 0}$.
If $K=2$ then $D=\binom{01}{10}$ and $q=t_{1} t_{2}$. The coefficient of $t^{n}$ in $\exp (q)$ is $\delta_{n_{1} n_{2}} / n_{1}$ ! so that $a_{n}=h_{n}(0, D)=\delta_{n_{1} n_{2}} n_{1}$ !. So, $\left\{H_{n}(x) / n!^{1 / 2}\right\}$ are orthonormal with respect to $\phi(x)$, as is well-known.
If $K=3$ then $q=t_{1} t_{2}+t_{2} t_{3}+t_{3} t_{1}, \exp (q)=\sum_{m_{1}, m_{2}, m_{3}=0}^{\infty} t^{n} / m$ ! at $n_{1}=m_{2}+m_{3}$, $n_{2}=m_{1}+m_{3}, n_{3}=m_{1}+m_{2}$. Set $|n|=\sum_{k=1}^{3} n_{k}$. So, $a_{n}=0$ if $|n|$ is odd, while if $|n|$ is even, then $a_{n}=n!/ m!$ at $2 m_{1}=n_{2}+n_{3}-n_{1}, 2 m_{2}=n_{1}+n_{3}-n_{2}, 2 m_{3}=n_{1}+n_{2}-n_{3}$. If $K=4$ then $q=\sum_{1 \leq j<k \leq 4} t_{j} t_{k}$ has six terms. Also

$$
\exp (q)=\sum_{m_{12}, \ldots, m_{34}=0}^{\infty} t^{n} /\left(m_{12}!\cdots m_{34}!\right)
$$

at $n_{j}=\sum_{k \neq j} m_{j k}$, where $m_{k j}=m_{j k}, j=1, \ldots, 4$. This gives four equations in six ms , so we can make $m_{12}$ and $m_{13}$ arbitrary, giving

$$
\begin{align*}
& m_{14}=n_{1}-m_{12}-m_{13}, 2 m_{23}=n_{2}^{\prime}+n_{3}^{\prime}-n_{4}^{\prime} \\
& 2 m_{24}=n_{2}^{\prime}+n_{4}^{\prime}-n_{3}^{\prime}, 2 m_{34}=n_{3}^{\prime}+n_{4}^{\prime}-n_{2}^{\prime} \tag{2.2}
\end{align*}
$$

where $n_{j}^{\prime}=n_{j}-m_{1 j}$. So,

$$
a_{n}=n!\sum_{m_{12}, m_{13}} 1 /\left[m_{12}!\cdots m_{34}!\right]_{(2.2)}
$$

For example, take $n_{1}=1$. Then $\left(m_{12}, m_{13}\right)=(0,0),(0,1)$ or $(1,0)$. So, setting $n_{23}=$ $n_{2}+n_{3}-n_{4}, n_{24}=n_{2}+n_{4}-n_{3}, n_{34}=n_{3}+n_{4}-n_{2}, M_{j k}=\left(n_{j k}-1\right) / 2$ and $N_{j k}=$ $\left(n_{j k}+1\right) / 2$, we have $a_{n} / n!=1 / N_{23}!M_{24}!M_{34}!+1 / M_{23}!N_{24}!M_{34}!+1 / M_{23}!M_{24}!N_{34}!$.
2.3. Example. Find $a_{n}=\mathbb{E}\left[\prod_{k=1}^{K} H_{n_{k}}^{*}(N)\right]$ for $N \sim \mathcal{N}(0,1)$. The parameters are as for Example 2.1 except that $C_{k}=1, D=1_{K} 1_{K}^{\prime}+I_{K}$ and $q=\sum_{k=1}^{K} t_{k}^{2}+\sum_{1 \leq j<k \leq K} t_{j} t_{k}$. If $K=1$ then $q=t^{2}$ and $\exp (q)=\sum_{m=0}^{\infty} t^{2 m} / m!$, giving $a_{2 m+1}=0$ and $a_{2 m}=(2 m)!/ m$ !. If $K=2$ then $q=t_{1}^{2}+t_{2}^{2}+t_{1} t_{2}$ and $\exp (q)=\sum_{m_{1}, m_{2}, m_{3}=0}^{\infty} t^{n} / m$ ! at $n_{j}=2 m_{j}+m_{3}$. So, $a_{n}=0$ if $|n|$ is odd, while if $|n|$ is even and $n_{1} \leq n_{2}$, then

$$
a_{n}=n!\sum_{k=0}^{\min \left(n_{1}, n_{2}\right)} 1 /\left.m_{1}!m_{2}!m_{3}!\right|_{2 m_{1}=n_{1}-k, 2 m_{2}=n_{2}-k}
$$

writing $k$ for $m_{3}$. For example,

$$
\begin{aligned}
a_{0 n_{2}} & =\mathbb{E}\left[H_{n_{2}}^{*}(N)\right]=n_{2}!/\left(n_{2} / 2\right)!, \\
a_{1 n_{2}} & =\mathbb{E}\left[N H_{n_{2}}^{*}(N)\right]=n_{2}!/\left(\left[n_{2}-1\right] / 2\right)!, n_{2} \geq 1, \\
a_{3 n_{2}} & =\mathbb{E}\left[\left(N^{3}+3 N\right) H_{n_{2}}^{*}(N)\right]=3!n_{2}!\left\{1 /\left(\left[n_{2}-1\right] / 2\right)!+1 / 3!\left(\left[n_{2}-3\right] / 2\right)!\right\}, n_{2} \geq 3 .
\end{aligned}
$$

2.4. Example. Find $a_{n}=\sigma^{n} \mathbb{E}\left[H_{n_{1}}^{*}\left(N / \sigma_{1}\right) H_{n_{2}}\left(N / \sigma_{2}\right)\right]=\mathbb{E}\left[h_{n_{1}}\left(N, \sigma_{1}^{2}\right) h_{n_{2}}\left(N,-\sigma_{2}^{2}\right)\right]$. So, $K=2, C_{1}=\sigma_{1}^{2}, C_{2}=-\sigma_{2}^{2}, D=1_{2} 1_{2}^{\prime}+\operatorname{diag}\left(\sigma_{1}^{2},-\sigma_{2}^{2}\right)$ and $q=\sum_{j=1}^{2} c_{j} t_{j}^{2}+t_{1} t_{2}$, where $c_{1}=\left(1+\sigma_{1}^{2}\right) / 2$ and $c_{2}=\left(1-\sigma_{2}^{2}\right) / 2$. So, in a derivation similar to that of Example 2.2 for $K=2$ one obtains $a_{n}=0$ for $|n|$ odd, while if $|n|$ is even and $n_{1} \leq n_{2}$, then

$$
\begin{equation*}
a_{n}=n!\sum_{k=0}^{\min \left(n_{1}, n_{2}\right)} c_{1}^{m_{1}} c_{2}^{m_{2}} /\left.m_{1}!m_{2}!m_{3}!\right|_{2 m_{1}=n_{1}-k, 2 m_{2}=n_{2}-k} \tag{2.3}
\end{equation*}
$$

For example,

$$
\begin{aligned}
& a_{0 n_{2}}=n_{2}!c_{2}^{n_{2} / 2} /\left(n_{2} / 2\right)!, \\
& a_{1 n_{2}}=n_{2}!c_{2}^{\left(n_{2}-1\right) / 2} /\left(\left[n_{2}-1\right] / 2\right)!, n_{2} \geq 1, \\
& a_{3 n_{2}}=3!n_{2}!\left\{c_{1} c_{2}^{\left(n_{2}-1\right) / 2} /\left(\left[n_{2}-1\right] / 2\right)!+c_{2}^{\left(n_{2}-3\right) / 2} / 3!\left(\left[n_{2}-3\right] / 2\right)!\right\}, n_{2} \geq 3 .
\end{aligned}
$$

2.5. Example. Find $a_{n}=\sigma^{n} \mathbb{E}\left[H_{n_{1}}\left(N / \sigma_{1}\right) \cdots H_{n_{K}}\left(N / \sigma_{K}\right)\right]=\mathbb{E}\left[h_{n_{1}}\left(N, C_{1}\right) \cdots h_{n_{K}}\left(N, C_{K}\right)\right]$, where $C_{k}=-\sigma_{k}^{2}, \mu=0, V=1, \gamma=1_{K}, D=1_{K} 1_{K}^{\prime}-\operatorname{diag}\left(\sigma_{k}^{2}\right), q=\sum_{j=1}^{K} c_{j} t_{j}^{2}+$ $\sum_{1 \leq j<k \leq K} t_{j} t_{k}$ and $c_{k}=\left(1-\sigma_{k}^{2}\right) / 2$. So,

$$
\exp (q)=\sum_{m} \prod_{k=1}^{K}\left(c_{k} t_{k}^{2}\right)^{m_{k}} / m_{k}!\sum_{M} \prod_{j<k}\left(t_{j} t_{k}\right)^{M_{j k}} / M_{j k}!, n_{k}=2 m_{k}+\sum_{j \neq k} M_{j k}
$$

If $K=2$ then $a_{n}=0$ if $|n|$ is odd, while if $|n|$ is even and $n_{1} \leq n_{2}$, then $a_{n}$ is given by (2.3).

By Theorem 2.1, Examples 2.1-2.4 can be extended by (i) replacing $N$ by $\mu+N$; and (ii) replacing expectation by conditional expectation.

According to (1.4), the form of $h_{n}$ depends on the positive and negative parts of $D$, and these are determined by the positive and negative eigenvalues of $D$, which we now obtain. Suppose that $x$ is an eigenvector of $D$ with eigenvalue $\lambda$. Then $D x=\lambda x$ implies $\gamma V_{2 \cdot 1} \gamma^{\prime} x=(\lambda I-\Lambda) x$. So, either $\lambda$ is an eigenvalue of $\Lambda$, that is an eigenvalue of $C_{k}$ for some $k \in\{1, \ldots, K\}$, or $\operatorname{det}(\lambda I-\Lambda) \neq 0$ and $z=V_{2 \cdot 1} \gamma^{\prime} x$ satisfies $z=V_{2 \cdot 1} \gamma^{\prime}(\lambda I-\Lambda)^{-1} \gamma z$, which implies that

$$
\begin{equation*}
\operatorname{det}\left(V_{2 \cdot 1}^{-1}-J_{\lambda}\right)=0 \tag{2.4}
\end{equation*}
$$

where $J_{\lambda}=\sum_{k=1}^{K} \alpha_{k 2}^{\prime}\left(\lambda I_{r_{k}}-C_{k}\right)^{-1} \alpha_{k 2}$. That is, the $r$ eigenvalues of $D$ are given by (2.4) and the eigenvalues of $\left\{C_{k}\right\}$. The number of roots of (2.4) depends on the number of distinct $\left\{C_{k}\right\}$. We illustrate this with an important example that takes up the rest of this section.
2.6. Example. Suppose that $r_{k} \equiv 1$, that is, the arguments of the $h_{n_{k}}$ functions in (2.1) are all scalar. Consider the case when $C_{k}=-1,0$ or 1 . Then

$$
\begin{equation*}
J_{\lambda}=\sum_{j=-1}^{1}(\lambda-j)^{-1} w_{j} \tag{2.5}
\end{equation*}
$$

where $w_{j}=\sum_{C_{k}=j} \alpha_{k 2}^{\prime} \alpha_{k 2} \geq 0 \in \mathbb{R}^{p_{2} \times p_{2}}$ and $w=\sum_{k=1}^{K} w_{j}>0$, assuming that $\alpha_{k 2} \neq 0$ for $k=1, \ldots, K$. (We can always assume this, since if $\alpha_{k 2}=0$, then the corresponding
term in the product on the left hand side of (2.1) can be factored out.) There are a number of cases to consider when evaluating the roots of (2.4).

Consider the situation, where $p_{2}=1$. Then $\left\{w_{j}\right\}$ are scalar and the equation (2.4) for the eigenvalues of $D$ of (2.1) becomes the cubic $v=\sum_{j=-1}^{1}(\lambda-j)^{-1} w_{j}$, where $v=V_{2 \cdot 1}^{-1}$.

The case $w_{-1}>0=w_{0}=w_{1}$ : The only root is $\lambda=w / v-1$.
The case $w_{0}>0=w_{-1}=w_{1}$ : The only root is $\lambda=w / v$.
The case $w_{1}>0=w_{-1}=w_{0}$ : The only root is $\lambda=w / v+1$.
The case $w_{-1}>0, w_{0}>0, w_{1}=0$ : There are two roots, $\lambda=\left(w-v \pm \epsilon_{1}^{1 / 2}\right) /(2 v)$, where $\epsilon_{1}=(w-v)^{2}+4 v w_{0}>0$. So, one root is positive and the other negative.

The case $w_{-1}>0, w_{1}>0, w_{0}=0$ : There are two roots, $\lambda=\left(w \pm \epsilon_{0}^{1 / 2}\right) /(2 v)$, where $\epsilon_{0}=w^{2}+4 v\left(v+w_{1}-w_{-1}\right)=(w-2 v)^{2}+8 v w_{1}>0$. If $v+w_{1}<w_{-1}$ then both roots are positive. If $v+w_{1}>w_{-1}$ then one root is positive and the other negative.

The case $w_{0}>0, w_{1}>0, w_{-1}=0$ : There are two positive roots, $\lambda=(v+w \pm$ $\left.\epsilon_{-1}^{1 / 2}\right) /(2 v)$, where $\epsilon_{-1}=(v+w)^{2}-4 v w_{0}=(w-v)^{2}+4 v w_{1}>0$.

The general case $w_{-1}>0, w_{0}>0, w_{1}>0$ : There are three roots, those of $v \lambda^{3}-$ $w \lambda^{2}+\left(w_{-1}-w_{1}-v\right) \lambda+w_{0}=0$. So, one or two roots are positive and the other two or one are negative.

## 3. Conclusions

We have given new expressions for conditional and unconditional expectations of products of multivariate Hermite polynomials with multivariate normal arguments. This required development of an extended Hermite polynomial. Some possible applications of the expressions are noted.

Future work is to extend the results to matric variate Hermite polynomials and complex variate Hermite polynomials. The future work could also consider multivariate non-normal arguments, matric variate non-normal arguments and complex variate nonnormal arguments.

## Appendix: Proofs

Proof of Theorem 1.2: We prove (1.13). We use the well-known representation

$$
\begin{equation*}
X_{2}=N_{A}+B X_{1}, A=V_{2 \cdot 1}, B=V_{21} V_{11}^{-1} \tag{A.1}
\end{equation*}
$$

where $N_{A} \sim \mathcal{N}(0, A)$ is independent of $X_{1}$. (This works since it implies that $X_{2} \sim$ $\mathcal{N}\left(0, V_{22}\right), \mathbb{E}\left[X_{2} X_{1}^{\prime}\right]=V_{21}$, and $X$ is normal.) So, for $\alpha=\left(\alpha_{1}, \alpha_{2}\right), \alpha_{j} \in \mathbb{R}^{r \times p_{j}}, \alpha X=$ $\sum_{j=1}^{2} \alpha_{j} X_{j}=\delta+\alpha_{2} N_{A}$, where $\delta=\left(\alpha_{1}+\alpha_{2} B\right) X_{1}$. (1.13) now follows since the egf of $\mathbb{E}^{Y_{1}}\left[h_{n}(\alpha Y, C)\right]$ is $\mathbb{E}^{Y_{1}}\left[\exp \left(t^{\prime} \alpha Y+t^{\prime} C t / 2\right)\right]=\exp \left[t^{\prime}(\alpha \mu+\delta)+t^{\prime} F t / 2\right]$.
Proof of Theorem 1.1: Using the minimal choice of $A, B$ of (1.5), for $t \in \mathbb{R}^{p}$ set $u=H t$ so that $t=H^{\prime} u, t^{\prime} C t=u^{\prime} \Lambda u=u_{1}^{\prime} \Lambda_{1} u_{1}-u_{3}^{\prime} \Lambda_{3} u_{3}$, where $u_{j}=H_{j} t$, partitioning $H^{\prime}$ as $\left(H_{1}^{\prime} H_{2}^{\prime} H_{3}^{\prime}\right)$. For any $x_{1} \in \mathbb{R}^{p}$, set $x_{3}=x-x_{1}$,

$$
\begin{aligned}
& q_{1}=t^{\prime} x_{1}+u_{1}^{\prime} \Lambda_{1} u_{1} / 2=t^{\prime} x_{1}+u^{\prime} V_{1} u / 2=t^{\prime} x_{1}+t^{\prime} C_{1} t / 2, \\
& q_{3}=t^{\prime} x_{3}-u_{3}^{\prime} \Lambda_{3} u_{3} / 2=t^{\prime} x_{3}-u^{\prime} V_{3} u / 2=t^{\prime} x_{3}-t^{\prime} C_{3} t / 2,
\end{aligned}
$$

say with $C_{j}=H_{j}^{\prime} \Lambda_{j} H_{j} \geq 0$. So, $\exp \left(q_{1}\right)$ is the egf of $h_{n}\left(x_{1}, C_{1}\right)=\mathbb{E}\left[\left(x_{1}+N_{C_{1}}\right)^{n}\right]$ and $\exp \left(q_{3}\right)$ is the egf of $h_{n}\left(x_{3},-C_{3}\right)=\mathbb{E}\left[\left(x_{3}+\mathrm{i} N_{C_{3}}\right)^{n}\right]$. But $\exp \left(q_{1}+q_{3}\right)$ is the egf of $h_{n}(x, C)$. So, we obtain

$$
h_{n}(x, C)=\sum_{n_{1}+n_{3}=n}\binom{n}{n_{1}} h_{n_{1}}\left(x_{1}, C_{1}\right) h_{n_{3}}\left(x_{3},-C_{3}\right),
$$

that is, $h_{n}(x, C) / n!$ can be written as (1.4), the convolution of $h_{n}\left(x_{1}, C_{1}\right) / n$ and $h_{n}\left(x_{3},-C_{3}\right) / n!$.
Proof of Theorem 1.3: For $\lambda$ an eigenvalue of $F$ with eigenvector $x, F x=C x+\alpha_{2} z$, where $z=V_{2 \cdot 1} \alpha_{2}^{\prime} x \in \mathbb{R}^{p_{2}}$. In the special case that $\alpha_{2}^{\prime} x=0$, that is, $z=0$ then $\lambda$ is an eigenvalue of $C$ with eigenvector $x$ and $\alpha_{2}^{\prime} x=0$, implying $p_{2}$ constraints on $x$ so that $p_{2}<r$ and we can take $r-p_{2}$ orthogonal solutions for the eigenvalues $x$ from the nullspace $\left\{x: \alpha_{2}^{\prime} x=0\right\}$. But if $z \neq 0$ then $\lambda x=F x=C x+\alpha_{2} z$ implies that $z=V_{2.1} \alpha_{2}^{\prime}\left(\lambda I_{r}-C\right)^{-1} \alpha_{2} z$ with $z \neq 0$ so that (1.20) holds.
Proof of Theorem 2.1: For $A$ of (A.1), $\alpha_{k} Y=\widetilde{\delta}_{k}+\alpha_{k 2} N_{A}$. So, for $t^{\prime}=\left(t_{1}^{\prime}, \ldots, t_{K}^{\prime}\right) \in$ $\mathbb{R}^{r}, r=\sum_{k=1}^{K} r_{k}$, the egf of $\mathbb{E}^{Y_{1}}\left[\prod_{k=1}^{K} h_{n_{k}}\left(\alpha_{k} Y, C_{k}\right)\right]$ as a function of $\left(n_{1}, \ldots, n_{K}\right) \in \mathbb{R}^{r}$ is

$$
\begin{equation*}
\mathbb{E}^{Y_{1}}\left[\exp \left\{\sum_{k=1}^{K}\left(t_{k}^{\prime} \alpha_{k} Y+t_{k}^{\prime} C_{k} t_{k} / 2\right)\right\}\right]=\exp (q) \tag{A.2}
\end{equation*}
$$

where $q=\sum_{k=1}^{K} q_{k}, q_{k}=t_{k}^{\prime} \widetilde{\delta}_{k}+t_{k}^{\prime} D_{k} t_{k} / 2$ and $D_{k}=\alpha_{k 2} V_{2 \cdot 1} \alpha_{k 2}^{\prime}+C_{k}$. The exponent in the left hand side of (A.2) is

$$
\sum_{k=1}^{K}\left[t_{k}^{\prime}\left(\widetilde{\delta}_{k}+\alpha_{k 2} N_{A}\right)+t_{k}^{\prime} C_{k} t_{k} / 2\right]=\sum_{k=1}^{K}\left[t_{k}^{\prime} \widetilde{\delta}_{k}+t_{k}^{\prime} C_{k} t_{k} / 2\right]+u^{\prime} N_{A},
$$

where $u=\sum_{k=1}^{K} \alpha_{k 2}^{\prime} t_{k}=\gamma^{\prime} t$ and $t^{\prime}=\left(t_{1}^{\prime}, \ldots, t_{K}^{\prime}\right)$. So,

$$
q=\sum_{k=1}^{K}\left(t_{k}^{\prime} \widetilde{\delta}_{k}+t_{k}^{\prime} C_{k} t_{k} / 2\right)+u^{\prime} A u / 2=t^{\prime} \widetilde{\delta}+t^{\prime} D t / 2
$$

This completes the proof.

## Acknowledgments

The authors would like to thank the Editor and the referee for careful reading and for their comments which greatly improved the paper.

## References

[1] Ardestanizadeh, E., Wigger, M., Kim, Y. -H. and Javidi, T. (2012). Linear-feedback sumcapacity for Gaussian multiple access channels. IEEE Transactions on Information Theory, 58, 224-236.
[2] Azor, R., Gillis, J. and Victor, J. D. (1982). Combinatorial applications of Hermite polynomials. SIAM Journal on Mathematical Analysis, 13, 879-890.
[3] Berzin, C., Leon, J. R. and Ortega, J. (1998). Level crossings and local time for regularized Gaussian processes. Probability and Mathematical Statistics, 18, 39-81.
[4] Biller, B. and Ghosh, S. (2006). Multivariate input processes. Chapter 5 of Handbook in Operations Research and Management Science, editors S. G. Henderson and B. L. Nelson, volume 13, pp. 123-153.
[5] Dobrushin, R. L. and Major, P. (1979). Non-central limit theorems for non-linear functionals of Gaussian fields. Probability Theory and Related Fields, 50, 27-52.
[6] Gaignaire, R., Clenet, S., Moreau, O. and Sudret, B. (2006). Influence of the order of input expansions in the spectral stochastic finite element method. In: Proceedings of the 7th International Symposium on Electric and Magnetic Fields, Aussois, France.
[7] Gupta, R. C. and Ahsanullah, M. (2004). Some characterization results based on the conditional expectation of a function of non-adjacent order statistic (record value). Annals of the Institute of Statistical Mathematics, 56, 721-732.
[8] Jeon, T. I. (1998). A central limit theorem for functionals of level overshoot by a Gaussian field with dependence. Journal of the Korean Mathematical Society, 35, 77-83.
[9] Lancaster, H. O. (1957). Some properties of the bivariate normal distribution considered in the form of a contingency table. Biometrika, 44, 289-292.
[10] Nakayama, J. and Omori, E. (1982). Wiener analysis of a binary hysteresis system. Journal of Mathematical Physics, 29, doi: 10.1063/1.527855
[11] Rajagopalan, A. N., Kumar, K. S., Karlekar, J., Manivasakan, R., Patil, M. M., Desai, U. B., Poonacha, P. G. and Chaudhuri, S. (2000). Locating human faces in a cluttered scene. Graphical Models, 62, 323-342.
[12] Rosenbaum, R. and Josić, K. (2011). Mechanisms that modulate the transfer of spiking correlations. Neural Computation, 23, 1261-1305.
[13] Saleh, M. M., El-Kalla, I. L. and Ehab, M. M. (2006). Stochastic finite element based on stochastic linearization for stochastic nonlinear ordinary differential equations with random coefficients. In: Proceedings of the 5th WSEAS International Conference on Non-Linear Analysis, Non-Linear Systems and Chaos, Bucharest, Romania, 16-18 October, pp. 104109.
[14] Terdik, G. (1999). Bilinear Stochastic Models and Related Problems of Nonlinear Time Series Analysis: A Frequency Domain Approach. Springer Verlag, New York.
[15] Willink, R. (2005). Normal moments and Hermite polynomials. Statistics and Probability Letters, 73, 271-275.
[16] Withers, C. S. (2000). A simple expression for the multivariate Hermite polynomials. Statistics and Probability Letters, 47, 165-169.
[17] Withers, C. S. and McGavin, P. N. (2003). Expressions for the normal distribution and repeated normal integrals. Statistics and Probability Letters, 76, 479-487.


[^0]:    *Applied Mathematics Group, Industrial Research Limited, Lower Hutt, NEW ZEALAND.
    †School of Mathematics, University of Manchester, Manchester M13 9PL, UK

