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Abstract

Co-gasification is a process that converts coal and biomass into useful products, such as syngas. Analytical and numerical approaches for modeling co-gasification process either require enormous amount of time or make a lot of assumptions which reduce consistency of the models in practical applications. Artificial Intelligence based modeling methods are used to simulate and to make predictions of outcomes of the co-gasification process. Even though previous studies result in successful modelling for specific cases, limited selection of methods and lack of implementation of cross-validation techniques causes insufficiency to explain unbiased performance evaluations and up-scale usability of the methods. In this paper, six different regression methods are employed to predict outputs of co-gasification process using a dataset containing 56 observations. Moreover, the original dataset is randomly resampled so that each model's generalization ability is further assessed. The prediction performance of the proposed techniques on both datasets is evaluated and practical usability is discussed.
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1. Introduction

Worldwide energy consumption has increased significantly in recent years due to rapid urbanization and industrial development. Energy consumption around the globe has increased from 3,701 million tonne of oil equivalent (mtoe) in 1965 to 13,511 mtoe [1].
Currently, this enormously growing energy demand is mainly met with fossil-based resources like coal, oil and natural gas. Fossil based resources are not only limited but also pose danger to the environment when processed with conventional methods used in power plants [2]. Increasing awareness about climate change and depleting reserves of fossil-based resources, countries around the world started seeking alternative methods to use their limited energy resources efficiently with more environment-friendly processes. For this reason, gasification caught attention as an efficient and cleaner way to produce energy. Gasification is a process that converts organic or fossil fuels to carbon monoxide, hydrogen and carbon dioxide by reacting the fuels with oxygen and steam in high temperatures [3]. Therefore, synthetic gas is obtained as a product which can be used as gaseous fuel or further processed to be used in electric and heat generation [4]. Co-gasification (COG) is a type of gasification processes which uses coal and biomass as a fuel to produce synthetic gas. Besides being an environment-friendly process [5], COG uses; low calorie, high sulfur, moisture and ash content biomasses. Those type of biomasses can be obtained from forest waste, agricultural waste, poultry waste, and municipal solid waste, and that makes biomasses abundantly available [6,7] and renewable resource around the world. Turkey has been estimated to have 135-150 mtoe/year biomass waste potential [8]. It has been known that series of chemical reactions take place simultaneously during the COG process [9]. For this reason, control of the process is not an easy task and must be done precisely. However, if parameters such as temperature, coal feed rate, biomass feed rate and air/fuel ratio are selected carefully before the process, the maximum quantities of desired products can be obtained [10,11]. In order to choose those parameters, a mathematical model to simulate the COG process must be created. Yet, it is difficult to develop such a model due to complexity of process which involves heat and mass transfer, pyrolysis of biomass material, cracking and subsequent steam reforming of tar vapor arising from the pyrolysis, heterogeneous gas-solid reactions and homogeneous gas-phase reactions [12]. Machine learning (ML) algorithms have been widely used to develop estimation models in order to understand and solve various type of complex problems encountered in different disciplines of science. Regression is a branch of ML based modeling algorithms and it is useful to predict continuous type variables. One of the most useful attribute of regression modeling is that it does not require any mathematical definition of the phenomena involved in the process, and therefore regression modeling is proven to effectively create prediction models for complex and non-linear processes. Even though there are many regression techniques, Artificial Neural Networks (ANNs) are among the most commonly used methods for modeling of gasification processes. Guo et al. used ANN modeling to predict the product yield and gas composition of biomass gasification in an atmospheric pressure steam fluidized bed gasifier [13]. Bed temperature and the stock residence time variables are used as features of the model. Even though developed prediction model is satisfactory in the aforementioned study, because of using only two features and lack of performance evaluation of the model using cross validation techniques, the study is insufficient to explain and prove the suitability of the proposed method for gasification problems. Arnavat et al. [14] proposed more sophisticated ANN model for biomass gasification with fluidized bed gasifiers, which used eight features (Ash content, moisture content, carbon content, oxygen content, hydrogen content, equivalence ratio, gasification temperature and steam to biomass ratio) and five outputs (Gas yield, gas composition, H2 content, CH4 content, CO2 content and CO content) while creating the model. They developed single ANN model to predict all of the outputs and came up with a model that can predict each output with high accuracy. However, authors have used all of the data to train ANN model, thus proposed model’s possible overfitting problem is not investigated with splitting the data into training and testing sets and/or using cross validation techniques. Pandey et al. [15] have proposed a set of methods to select and apply most suitable ANN architecture using same features used by Arnavat et al. and predicted lower heating value of gas, lower heating value of gasification products and syngas yield during gasification of municipal solid waste in a fluidized bed reactor. Proposed method iteratively changes number of neurons on the hidden layer and activation functions on the network to choose best fitting model, authors also randomly splt dataset into training, testing and cross-validation sets. Although, relatively small dataset (100 observations) is used in the paper and cross validation methods such as K-Fold which uses all of the dataset for both training and testing purposes haven’t applied even though these methods are crucial for accurate evaluation of the models’ performance [16], thus best ANN architecture selection according to proposed method might be misleading due to repeated random splitting on the small dataset. Model selection with using K-Fold cross-validation methods would be more consistent and accurate. To the best of our knowledge, there is only one publication by Tiwary et al. [17] that focuses on modelling COG in fluidized bed gasifier with different type of regression algorithms. Authors created regression models using Support Vector Machines (SVM), ANN and Genetic Programming, Dataset used to create models consists of thirteen features (Gasification temperature, coal feed rate, biomass feed rate, fixed carbon, volatile matter, ash, moisture, air/fuel ratio, steam/fuel ratio, carbon, hydrogen, oxygen and rate constant) and 4 outputs (total gas yield, carbon conversion efficiency, heating value of product gas and cold gas efficiency). Regression models are developed to predict each output individually, thus total of twelve models are created. Authors splt dataset into train and test sets. However, it’s been observed that they iterated over different randomization seeds while splitting the dataset in order to determine best performing models on
both training and testing phases and shared performance results are accorded to those models. Also, cross validation methods weren’t applied to ensure results are consistent. This approach resulted in highly biased performance evaluation and misleading comparisons between techniques. Therefore, the study results in insufficiency to explain which method is most suitable to create prediction models for COG processes. In this paper, we use the same dataset used by Tiwary et al. [17] and we create six regression models, i.e., Linear, Polynomial, Support Vector Machine, Decision Tree, Gaussian Process and ANN regression techniques, for estimating outputs of COG process. All regression models have been developed and trained to predict each output separately. K-Fold cross-validation has been employed and prediction performances are evaluated to show accurate validity and usability of the developed models on the dataset. Moreover, original dataset is randomly resampled so that generalization ability of the proposed techniques further analyzed. Prediction performances and practical usability of the proposed techniques are discussed.

2. Methods

2.1. Data Preprocessing

Data preprocessing is the initial step to be able to apply supervised machine learning algorithms successfully and to have better understanding of the data used [18]. Completion of missing data, removal of unnecessary features, data normalization, merging or removing features that are correlated are the few examples which are commonly used for data preprocessing. The particular data set used in this study does not contain any missing data to be filled in or any unnecessary features to be removed or merged. However, for the acceleration of training phase of the machine learning models and for preventing larger valued features from dominating scale-sensitive computation of metrics such as Euclidean distance, feature normalization is performed on the dataset with linear scaling to unit range:

\[
x_i[n] = \frac{x_i[n] - \min(x_i)}{\max(x_i) - \min(x_i)}
\]

(1)

where \(x_i[n]\) is the \(i^{th}\) feature of \(n^{th}\) observation in the dataset, \(\min(x_i)\) and \(\max(x_i)\) are the minimum and maximum values of \(i^{th}\) feature across all observations in the dataset, respectively. Therefore, we obtain \(\hat{x}_i[n]\), which is the normalized version of the \(i^{th}\) feature for the \(n^{th}\) observation in the dataset. Therefore, the new set of features ranges from 0 to 1.

2.2. Resampling of Dataset

Resampling is a series of methods used for arbitrarily increasing the number of observations in a data set, which is useful to reduce the variance between predictions made by a machine learning model for different iterations [19]. Furthermore, due to the increase in size of the data set, regression models are trained with more samples which gives intuition about up-scale performance of the used method. In order to perform resampling, one can take random samples from the original data set and append the new samples to the data set to increase its size. However, the process of appending observations that are already in the original data set may falsify the performance of the regression methods since the training and testing data sets can include the same observations. Therefore, random resampling can cause a biased prediction model that does not reflect the true learning ability. In this study, we propose to take random samples from the data set and to perturb resampled observations before appending them to the original data set. For this purpose, we add Gaussian noise for perturbation, where the noise power is computed using the Signal to Noise Ratio (SNR):

\[
SNR = 10 \times \log_{10}\left(\frac{P_s}{P_n}\right)
\]

(2)

where \(P_s\) is the power of the feature column which noise will be added while resampling and \(P_n\) is the power of the noise. The original dataset with 56 observations is resampled such that the new data set consists of 255 observations using a SNR value of 13dB.

2.3. Linear Regression

Linear regression is one of the regression methods for mathematically modeling the relationship between one or more independent variables (features) and a response variable (output) by fitting a linear equation to observed data. Linear Regression can be represented as Equation (3).

\[
\hat{y} = \beta_0 + x_1 \beta_1 + x_2 \beta_2 + \cdots x_n \beta_n
\]

(3)

where \(\hat{y}\) is the predicted output, \(k\) is the number of features, \(x_i\) \((i = 1,2,3,\ldots,n)\) are the features which are fed to the model, \(\beta_i\) \((i = 0,1,2,\ldots,n)\) are the constant parameters determined in the training phase of the model. Obviously, \(\beta_i\) coefficients are crucially important for model to predict output variable accurately and must be determined carefully. Even though there are analytical approaches such as Normal Equation [20] for finding optimal \(\beta_i\) coefficients efficiently in single step for small datasets with relatively small number of features. These methods can be computationally expensive when applied to larger datasets. Because one of the goals of this paper is to investigate performances of the regression algorithms for COG process with larger datasets, iterative based and widely used optimization algorithm Batch Gradient-Descent is selected for tuning \(\beta_i\) coefficients. Batch Gradient-Descent algorithm requires a cost function \(J\) to be minimized, commonly used cost function sum of the squared errors (SSE) is selected due to its convex structure. Algorithm starts tuning with assigning random values for each \(\beta_i\) coefficients. Then, \(J\) is calculated by subtracting predicted output value and the real output value (\(y\)) of each observation, taking squares of the results and summing them together (Equation (4)).

A learning rate (\(\alpha\)) is used as a scale factor and the coefficients are updated simultaneously in the direction towards minimizing the \(J\) by using Equation (5). The
process is repeated until a minimum J is achieved or no further improvement is possible.

\[ SSE = J(β_0, β_1, ..., β_n) = \sum_{i=1}^{m} (y_i - \hat{y}_i)^2 \] (4)

\[ β_{0.1,2...n} := β_{0.1,2...n} - α \cdot \frac{∂f(β_0, β_1, ..., β_n)}{∂β_{0.1,2...n}} \] (5)

where, \( m \) is the number of observations in the dataset

2.4. Polynomial Regression

Polynomial Regression is similar to Linear Regression in a way but rather than fitting data to a linear function, Polynomial Regression fits data to a polynomial function. There is no rule of thumb for determining the polynomial equation to be used. It must be selected specifically for the dataset which the method will apply to. According to authors’ experience and preparation for this paper, quadratic function (Equation (6)) is selected as polynomial equation used in this method.

\[ \hat{y} = \sum_{j=1}^{n} \sum_{k=1}^{n} β_{jk} \cdot x_j \cdot x_k \] (6)

where, \( β_{jk} \) are the constant coefficients determined in the training phase of the model. While executing Polynomial Regression, overfitting is commonly encountered problem [21]. Overfitting occurs when a model excessively learns the details of the training data. This situation reduces models’ ability to generalize [22]. Authors recognized overfitting problem for the dataset and equation used in this method when no precautions are taken. In order to prevent overfitting problem, ‘regularization term’ is added to the cost function to minimize the square of \( β_{jk} \) coefficients while minimizing the error (Equation (7)). Even though this method results in worse training fit of the data, it has been observed models’ generalization to predict new data is improved. Hence, cost function is updated with regularization term and Polynomial Regression model is trained with Batch Gradient-Descent optimization algorithm.

\[ f(β_{11}, β_{12}, ..., β_{(n)(n)}) = \sum_{i=1}^{m} (y_i - \hat{y}_i)^2 + \lambda \sum_{j=1}^{n} \sum_{k=1}^{n} β_{jk}^2 \] (7)

where, \( λ \) is the regularization parameter.

2.5. Decision Tree Regression

Unlike the linear and nonlinear regression methods where the relationship between features and output is predetermined, Decision Tree doesn’t assume such relationship exists. It is a method of constructing a set of decision rules on predictor variables [23]. The rules are created by repeatedly dividing the data into smaller groups in succession with binary sections based on a single output variable. The divisions for all predictors are examined by a search procedure and the best division is selected. Decision Tree Regression is a type of Decision Tree classification algorithm that can be used to estimate continuous type variables like we’re aimed to predict in this paper. The algorithm of a Decision Tree Regression is also based on repeated binary partitioning, which is a recursive process that separates it from the data partitions. Initially, all training samples are used to determine the structure of the tree. The algorithm then splits the data using every possible binary split and selects the split that partitions the data into two parts such that it minimizes the SSE from the mean in the separate parts. Then, same process is applied to each of the added new branches. The process is repeated until each node reaches a pre-specified minimum node and becomes a terminal node. Like many of the complex regression algorithms, overfitting problem may occur in Decision Tree Regression models. In order to prevent overfitting, a process called ‘pruning’ is used. In pruning process a validation dataset and cost complexity factor which is a parameter representing the complexity cost per node is used. Therefore, a pruning process’ aim is to minimize the sum of the output variable variance in the validation dataset, the product of the number of terminal nodes and the cost complexity factor. This process starts with removing the last created node and keeps removing until the desired minimization is achieved.

2.6. Support Vector Regression

A Support Vector Machine is a machine learning algorithm which widely used classification and regression problems [24]. The goal of the Support Vector Machine is finding the optimal linear hyperplane such that the error on test samples is minimized which can be achieved by good generalization performance. Generalization performance in Support Vector Machines is determined by structural risk minimization inductive principle [25]. In order to create a Support Vector Machine model for a regression problem, features are first mapped into a high dimensional space (F) with a kernel function and they are correlated linearly with the outputs. General linear estimation function of Support Vector Machine Regression is given as Equation (8).

\[ f(x) = \sum_{i=1}^{n} a_i \cdot K(x_i, x) + b \] (8)

where, \( a_i (i = 1, 2, 3, ..., n) \) are constant parameters, \( b \) is the bias term and \( K(x_i, x) \) is the kernel function. In this paper, polynomial kernel function is used to map feature into higher dimension space (Equation (9)). Degree of the polynomial is selected as three which commonly referred as cubic polynomial kernel function.

\[ K(x_i, x_j) = (x_i \cdot x_j + 1)^d \] (9)

where, \( d = 1, 2, 3 ... \) which indicates the degree of the polynomial function, \( x \) is the input points in the training set and \( d \) is the constant value which influences coefficients of the higher order and lower order terms in the kernel. In Support Vector Machines, a nonlinear regression problem can be converted to a linear regression problem with high dimension feature space.
Even though, there are several cost functions that can be used [26], regularized cost function ($J$) with robust $\epsilon$-insensitive loss function ($L_\epsilon$, Equation (10)) is found appropriate by the authors and implemented in this paper (Equation (10)). With the minimization of selected cost function, model is trained to find optimal weight vector and constant term.

$$L_\epsilon = \begin{cases} 0 & \text{if } |y - f(x)| \leq \epsilon \\ |y - f(x)| - \epsilon & \text{otherwise} \end{cases}$$

$$J = \sum_{i=1}^{n} L_\epsilon(f(x_i), y) + \frac{\lambda}{2} |w|^2$$

### 2.7. Gaussian Process Regression

Gaussian Process Regression is a method which extends the idea of a probability distribution of numbers to a probability distribution of functions. For a given training set, the aim is to learn a function which converts the feature vector ($X$) into the output value ($y$) with Equation (12). This equation can be described by a Gaussian Distribution (Equation (13)).

$$y = f(X) + \epsilon$$

$$y \sim N(0, K(X,X) + \sigma^2I)$$

where, $\epsilon$ is the Gaussian noise with zero mean and variance $\sigma^2$ and $K(X,X)$ is the kernel function. Exponential kernel function is selected for Gaussian Process Regression method in this paper (Equation (14)).

$$K(x_i,x_j) = \sigma_f^2 e^{-\frac{r}{\sigma_f^2}}$$

where, $\sigma_i$ is the characteristic length scale, $\sigma_f$ is the signal standard deviation and $r$ is Euclidean distance between $x_i$ and $x_j$. In order to make satisfactory predictions with Gaussian Process Regression model, hyper-parameter matrix which is given as $\theta = [\sigma^2, \sigma, \sigma_f]$ must be set to the optimal values in the training phase. This optimization problem can be solved by maximizing the regularized log marginal likelihood function given in Equation (15).

$$\log p(y|X,\theta) = -\frac{1}{2} y^T K_{y}^{-1} y - \frac{1}{2} \log |K_y| - \log 2\pi$$

### 2.8. Artificial Neural Networks

ANNs modeling is widely used machine learning methodology originally designed to mimic the way how human brain analyzes and processes information. ANNs are composed of a number of interconnected simple processing elements called neurons connected with coefficients (weights) to other neurons and are organized in layers [27]. First layer which includes features of the dataset is called ‘input layer’ and final layer of the model is called ‘output layer’. Every layer stays between input and output layers called as ‘hidden layers’. Even though there are plenty of ANNs architectures which determines how neurons and layers are connected to each other, most commonly used ‘Feedforward’ architecture is selected and implemented in this paper. In feedforward ANNs, neurons receive an input signal which is the sum of all ‘information’ from other nodes in the previous layer and external bias term, then applies an activation function to the summation and produces output signal for other neurons in the following layer. This process is repeated until the neuron(s) of the output layer produces output(s). Parameters like number of layers, number of the neurons on the layers and activation functions of the neurons are crucially important for an ANNs model to make accurate predictions. In this paper, ANNs models are created with single hidden layer includes 5 neurons and an output layer with single neuron. Sigmoid activation function (Equation (16)) is used in the hidden layer and linear activation (Equation (17)) function used in the output layer.

$$f(x) = \frac{1}{1 + e^{-x}}$$

$$f(x) = c \times x$$

where, $c$ is the constant value adjusts the proportion of the input information to the output. In the training phase of the model, weights are adjusted with Backpropagation and Batch Gradient-Descent algorithms. In Backpropagation, SSE is used as cost function and every weight’s contribution on the cost (gradients) are calculated with propagating error back to the corresponding weights [28] and Batch-Gradient Descent algorithm is used to update the weights.

### 2.9. K-Fold Cross-Validation

Cross-validation (CV) methods are used to assess the predictive performance of the models and calculate how they perform outside of training data. There are different cross validation methods such as Hold-Out [16] requires an independent partition of the data and validates the model according the partition separated. This type of cross validation methods can have high variance especially for small datasets. When a dataset has small number of observations, the partition which will separated for the cross-validation will also have small number of observations so there will be a lot of variation in the performance estimate for different samples of data, or for different partitions of the data to form training and test sets. In the K-fold cross validation method, the data set is divided into ‘K’ equal folds and a
model is trained over remaining K-1 folds. Then the created model is tested on the remaining fold. The same operation is repeated 'K' times with the selection of different folds, so that the entire data set is used for both training and testing. K-fold validation reduces variance by using K different partitions and the performance estimate is less sensitive to the partitioning of the data compared to cross validation methods which performs validation on a partition of the data. In this paper 'K' number is selected as 10 (also referred as 10-Fold CV) because it has been observed that 10-Fold CV reflects the most unbiased generalization performance of the models compared to other choices for 'K' [29].

3. Results and Discussion
The proposed six regression methods are used to develop prediction models using COG experiment dataset with 13 features, \(x_1, x_2, \ldots, x_{13}\) referred to as gasification temperature, coal feed rate, biomass feed rate, fixed carbon, volatile matter, ash, moisture, air/fuel ratio, steam/fuel ratio, carbon, hydrogen, oxygen and rate constant, respectively. The developed regression models are used to estimate four outputs, \(y_1, y_2, y_3, y_4\) i.e., total gas yield (kg/kg-fuel), carbon conversion efficiency (%), heating value of product gas (MJ/Nm3) and cold gas efficiency (%) using the data set consisting of 56 observations which is provided in [17]. The total gas yield and carbon conversion efficiency are important performance parameters, which measure the conversion rate of solid biomass to syngas. But additional parameters are also needed to determine whether the syngas is usable for combustion or not. The heating value of product gas and cold gas efficiency give the energy content of the syngas. For energy applications, they are equally significant. Therefore, one needs to estimate all of the outputs, i.e., \(y_1, y_2, y_3, y_4\), for reliably assessing the gasification performance. All prediction models are created for predicting single output and all methods are applied using 10-Fold cross-validation. The performance of the models is evaluated by employing the Correlation Coefficient \((R^2)\), Adjusted \(R^2\) \((Adj.R^2)\), Root-Mean-Square-Error \((RMSE)\) and Normalized Root-Mean-Square-Error \((NRMSE)\) metrics:

\[
R^2 = 1 - \frac{\sum_{i=1}^{m}(y_i - \hat{y}_i)^2}{\sum_{i=1}^{m}(y_i - \bar{y})^2} \tag{18}
\]

\[
Adj.R^2 = 1 - \frac{(1 - R^2) * (m - 1)}{m - n - 1} \tag{19}
\]

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{m}(y_i - \hat{y}_i)^2}{m}} \tag{20}
\]

\[
NRMSE = \sqrt{\frac{1}{m} \sum_{i=1}^{m} \left(\frac{y_i - \hat{y}_i}{y_i}\right)^2} \tag{21}
\]

where, \(\hat{y}\) is the mean of the output vector, \(\min(y)\) and \(\max(y)\) are the minimum and maximum values of the output vector, respectively. Table 1 illustrates the performance of the proposed techniques in predicting the four distinct output variables. One should note that the \(R^2\), \(Adj.R^2\), Root-Mean-Square-RMSE and NRMSE values should all be considered in order to evaluate a model performance. However, if the model is not linear, RMSE and NRMSE values would provide more reliable information which can lead us to interpret and compare model performance better. Since we use 10-Fold cross-validation, all of the observations in the dataset are used as both training and testing purposes. For a better understanding of the regression models' performances, the predicted outputs of all 56 observations versus actual observations are plotted where all values are scaled in the range of \([0, 1]\). As shown in Fig.1 and Fig.2, the straight reference lines indicate the ideal case where the predicted output levels and the true levels are equal. Hence, best scenario is achieved when a particular data point is on the reference line, which means the particular data is predicted correctly. For the sake of simplicity, only the two regression methods, Gaussian Regression and Support Vector Regression, with the best performances are presented in this paper. One can see from the Table 1 and the regression plots that the total gas yield, \(y_1\), has a strong linear relationship with the features since we achieve high prediction performance using Linear Regression. On the other hand, the performance of the linear regression method drops dramatically for the rest of the outputs which means there is no linear relationship between the features and the outputs. For the case of Polynomial Regression, prediction accuracy is just slightly improved compared to Linear Regression, but high variance between the prediction accuracy of the folds is observed. The reason for this high-variance attitude is mainly due to small size of the dataset. Decision Tree Regression has the worst overall prediction accuracy compared to other methods presented in this paper. As it will be mentioned later with the application of the same methods on a resampled dataset, Decision Tree Regression method is more successful at predicting outputs when applied on larger datasets. Even though ANN regression can be considered successful for predicting \(y_1\) and heating value of product gas, \(y_3\), its' performance in predicting the carbon conversion efficiency, \(y_2\), and cold gas efficiency, \(y_4\), reduces. Also, same high variance between test folds observed as encountered in Polynomial Regression method. Support Vector Regression and Gaussian Regression perform better than the remaining approaches. When Fig.1 and Fig.2 are examined, both methods share similar failed predictions in data points. One of the reason for this behavior is that there are some
data points especially in \( y_2 \) and \( y_4 \) outputs that do not follow the same ‘pattern’ with the other data points in respective outputs as discussed in [17]. This situation makes some data points almost unpredictable because regression algorithms perform better in predicting values which follow the closer ‘patterns’. In order to have further understanding about the up-scale generalization abilities of the proposed methods, we use random resampling so that the size of the dataset is increased from 56 to 255 observations. Furthermore, the resampled observations are perturbed using additional Gaussian noise with a signal-to-noise ratio (SNR) of 13 dB to prevent overfitting issue discussed in Section 2.2. We selected 13 dB SNR value such that the noise power is approximately 5% of the signal power, which enables us to perturb the original data set without losing the information carried by the real observations (samples). We also used higher and lower SNR values to generate bootstrapped data. However, for very low SNR values, the addition of bootstrapped data is worsened the regression results significantly. On the contrary, the use of very high SNR values resulted in the addition of almost the same samples from the original data to the test and training samples. Hence, we obtained a very high prediction performance since the training data and the test data included very similar samples.

Table 2 illustrates the performance of the proposed approaches in predicting output levels using the resampled data set. As one can see, the best performing methods are the Gaussian and Decision Tree regression, which are also indicated by the Figs. 3 and 4, respectively. When Table 1 and Table 2 are compared, the prediction performance for the output \( y_1 \) has dropped slightly. In spite of the fact that the proposed regression techniques have larger number of samples to learn from the data set, the performance decrease is caused by the added Gaussian noise, which also perturbs the linear relationship between the output \( y_1 \) and the given features. Moreover, it can be seen that overall prediction performances of the linear regression, polynomial regression, Support Vector regression and ANN regression have dropped using the larger resampled data set, indicating a worsened generalization ability. One should note that even the dataset is perturbed with noise, the performance decrease should be taken into account since one could encounter with noise factors such as experimental errors or differences between sensor sensitivities in real life scenarios. On the other hand, the performance of the Gaussian Regression model in predicting all outputs except for the \( y_1 \) has increased using the resampled data set. However, one should note that the added Gaussian noise is in accordance with the Gaussian regression model and this could have caused an increase in the model prediction performance since the noise is also modeled by the regression model. The performance of the decision tree regression has also increased significantly when applied on the resampled data set.

Table 1. Prediction performances of the proposed regression methods

<table>
<thead>
<tr>
<th>Outputs</th>
<th>Linear Regression</th>
<th>Polynomial Regression</th>
<th>Gaussian Regression</th>
<th>Support Vector Regression</th>
<th>Decision Tree Regression</th>
<th>ANN Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( R^2 )</td>
<td>( \text{Adj.R}^2 )</td>
<td>RMSE</td>
<td>NRMSE</td>
<td>( R^2 )</td>
<td>( \text{Adj.R}^2 )</td>
</tr>
<tr>
<td>( y_1 )</td>
<td>0.91</td>
<td>0.94</td>
<td>0.049</td>
<td>0.042</td>
<td>0.89</td>
<td>0.86</td>
</tr>
<tr>
<td>( y_2 )</td>
<td>0.58</td>
<td>0.45</td>
<td>2.964</td>
<td>0.091</td>
<td>0.64</td>
<td>0.62</td>
</tr>
<tr>
<td>( y_3 )</td>
<td>0.74</td>
<td>0.66</td>
<td>0.298</td>
<td>0.102</td>
<td>0.76</td>
<td>0.7</td>
</tr>
<tr>
<td>( y_4 )</td>
<td>0.69</td>
<td>0.59</td>
<td>6.077</td>
<td>0.101</td>
<td>0.69</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>( R^2 )</td>
<td>( \text{Adj.R}^2 )</td>
<td>RMSE</td>
<td>NRMSE</td>
<td>( R^2 )</td>
<td>( \text{Adj.R}^2 )</td>
</tr>
<tr>
<td>( y_1 )</td>
<td>0.95</td>
<td>0.93</td>
<td>0.044</td>
<td>0.067</td>
<td>0.88</td>
<td>0.84</td>
</tr>
<tr>
<td>( y_2 )</td>
<td>0.77</td>
<td>0.71</td>
<td>2.056</td>
<td>0.14</td>
<td>0.58</td>
<td>0.45</td>
</tr>
<tr>
<td>( y_3 )</td>
<td>0.79</td>
<td>0.72</td>
<td>0.281</td>
<td>0.156</td>
<td>0.42</td>
<td>0.36</td>
</tr>
<tr>
<td>( y_4 )</td>
<td>0.7</td>
<td>0.61</td>
<td>6.743</td>
<td>0.112</td>
<td>0.41</td>
<td>0.33</td>
</tr>
</tbody>
</table>
The reason for this is that decision tree regression has also increased significantly when applied on the resampled data set. The reason for this is that the decision tree regression performs better as the size of the training data set increases [32]. However, Fig. 4 shows that the predictions made by the decision tree regression models are either almost totally on the reference line, i.e., predicted very accurately, or totally off the reference line. This is caused by the learning approach that the decision tree algorithm utilizes, which creates a strict set of rules to predict output levels. When the high preciseness required for COG process is concerned, Decision Tree Regression modelling may not provide good results as expected in practical applications of COG processes.

4. Conclusion
In this paper, we proposed machine learning regression techniques to predict four distinct outputs COG process using thirteen features out of the proposed six models, Gaussian Process regression was the best performing method for predicting outputs of the COG process for the both original and resampled datasets. On the other hand, linear regression and polynomial regression fail to generalize and predict the carbon conversion efficiency and cold gas efficiency outputs. In addition, the prediction performance of the Support Vector Regression is significantly diminished for the resampled data set compared to the original data set. Hence, the Support Vector Regression may not be a good choice for modelling of the COG process. On the contrary, the performance of the Decision Tree Regression technique is increased when the resampled dataset is used since Decision Tree based methods learn better using larger datasets. The future work will focus on improving feature selection and identifying the importance of features such that overall prediction performance is enhanced. Moreover, dimensionality reduction techniques will be pursued since the application of the proposed artificial intelligence based regression approaches requires low computational cost for embedded designs. We believe that machine learning regression techniques could pave the way for researchers and professionals to analyze and predict the dynamics of co-gasification.

Figure 1. Actual values vs predictions made by Gaussian Regression models
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Figure 2. Actual values vs predictions made by Support Vector Regression models

Table 2. Prediction performances of the proposed methods on resampled dataset

<table>
<thead>
<tr>
<th>Outputs</th>
<th>Linear Regression</th>
<th>Polynomial Regression</th>
<th>Gaussian Regression</th>
<th>Support Vector Regression</th>
<th>Decision Tree Regression</th>
<th>ANN Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2$</td>
<td>Adj.$R^2$</td>
<td>RMSE</td>
<td>NRMSE</td>
<td>$R^2$</td>
<td>Adj.$R^2$</td>
</tr>
<tr>
<td>$y_1$</td>
<td>0.86</td>
<td>0.81</td>
<td>0.099</td>
<td>0.093</td>
<td>0.9</td>
<td>0.87</td>
</tr>
<tr>
<td>$y_2$</td>
<td>0.47</td>
<td>0.31</td>
<td>4.595</td>
<td>0.156</td>
<td>0.51</td>
<td>0.37</td>
</tr>
<tr>
<td>$y_3$</td>
<td>0.65</td>
<td>0.55</td>
<td>0.387</td>
<td>0.132</td>
<td>0.67</td>
<td>0.57</td>
</tr>
<tr>
<td>$y_4$</td>
<td>0.45</td>
<td>0.28</td>
<td>9.296</td>
<td>0.155</td>
<td>0.55</td>
<td>0.41</td>
</tr>
</tbody>
</table>

Table 2. Prediction performances of the proposed methods on resampled dataset

<table>
<thead>
<tr>
<th>Outputs</th>
<th>Linear Regression</th>
<th>Polynomial Regression</th>
<th>Gaussian Regression</th>
<th>Support Vector Regression</th>
<th>Decision Tree Regression</th>
<th>ANN Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2$</td>
<td>Adj.$R^2$</td>
<td>RMSE</td>
<td>NRMSE</td>
<td>$R^2$</td>
<td>Adj.$R^2$</td>
</tr>
<tr>
<td>$y_1$</td>
<td>0.89</td>
<td>0.86</td>
<td>0.084</td>
<td>0.09</td>
<td>0.88</td>
<td>0.85</td>
</tr>
<tr>
<td>$y_2$</td>
<td>0.72</td>
<td>0.63</td>
<td>3.296</td>
<td>0.124</td>
<td>0.7</td>
<td>0.65</td>
</tr>
<tr>
<td>$y_3$</td>
<td>0.65</td>
<td>0.55</td>
<td>0.355</td>
<td>0.141</td>
<td>0.77</td>
<td>0.74</td>
</tr>
<tr>
<td>$y_4$</td>
<td>0.54</td>
<td>0.4</td>
<td>7.871</td>
<td>0.131</td>
<td>0.71</td>
<td>0.69</td>
</tr>
</tbody>
</table>
Figure 3. Actual values vs predictions made by Gaussian Regression models on resampled dataset

Figure 4. Actual values vs predictions made by Decision Tree Regression models on resampled dataset
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