Solution of Singular Integral Equations of the First Kind with Cauchy Kernel
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Abstract
In this paper an analytic method is developed for solving Cauchy type singular integral equations of the first kind, over a finite interval. Chebyshev polynomials of the first kind, Tₙ(x), second kind, Uₙ(x), third kind, Vₙ(x), and fourth kind, Wₙ(x), corresponding to respective weight functions W(1)(x) = \frac{1}{\sqrt{1-x^2}}, W(2)(x) = \sqrt{1-x^2}, W(3)(x) = \sqrt{1+x^2}, and W(4)(x) = \sqrt{1-x^2}, have been used to obtain the complete analytical solutions for four different cases.
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1. Introduction
Consider the Cauchy type singular integral equations (CSIEs) of the form

\[ \int_{-1}^{1} \frac{\phi(t)}{t-x} \, dt = f(x), \quad -1 < x < 1 \]  \hspace{1cm} (1.1)

where \( f(x) \) is given real valued function and \( \phi(t) \) is unknown function to be determined. Integral equation of the form (1.1) occurs in a variety of mixed boundary value problems of mathematical physics (cf. [1], [2], [3]).


In this paper, we present the analytical solution of CSIEs (1.1). There are four basically important and interesting cases of equation (1.1), as given by the following:

Case I. \( \Phi(x) \) is unbounded at both the end-point \( x = \pm 1 \).
Case II. \( \Phi(x) \) is unbounded at the end \( x = -1 \), but bounded at the end \( x = +1 \).

Case III. \( \Phi(x) \) is bounded at the end \( x = -1 \), but unbounded at the end \( x = +1 \).

Case IV. \( \Phi(x) \) is bounded at both the end-point \( x = \pm 1 \).

It is well known that the complete analytical solutions of equation (1.1) for the above four cases, are given by the following expressions:

**Case I :**

\[
\phi(x) = \frac{A_0}{\sqrt{1-x^2}} - \frac{1}{\pi^2 \sqrt{1-x^2}} \int_{-1}^{1} \frac{\sqrt{1-t^2} f(t)}{t-x} dt
\]  

where \( A_0 \) is an arbitrary constant,

**Case II :**

\[
\phi(x) = -\frac{1}{\pi^2} \sqrt{\frac{1-x}{1+x}} \int_{-1}^{1} \frac{\sqrt{1+t^2} f(t)}{1+t(t-x)} dt
\]  

**Case III :**

\[
\phi(x) = -\frac{1}{\pi^2} \sqrt{\frac{1+x}{1-x}} \int_{-1}^{1} \frac{\sqrt{1-t^2} f(t)}{1+t(t-x)} dt
\]  

**Case IV :** In this case the solution exists iff \( \int_{-1}^{1} \frac{f(t)}{\sqrt{1-t^2}} dt = 0 \) and the solution is given by

\[
\phi(x) = -\frac{\sqrt{1-x^2}}{\pi^2} \int_{-1}^{1} \frac{f(t)}{\sqrt{1-t^2}(t-x)} dt.
\]  

## 2. Chebyshev polynomials and their integral transforms

The Chebyshev polynomials of the first kind \( T_n(x) \), second kind \( U_n(x) \), third kind \( V_n(x) \), and fourth kind \( W_n(x) \), \( n = 0, 1, 2, \ldots \), are defined (cf. [9]) as follows:

\[
T_n(x) = \cos n\theta, \quad U_n(x) = \frac{\sin(n+1)\theta}{\sin\theta},
\]

\[
V_n(x) = \frac{\cos(n+\frac{1}{2})\theta}{\cos\frac{1}{2}\theta}, \quad W_n(x) = \frac{\sin(n+\frac{1}{2})\theta}{\sin\frac{1}{2}\theta},
\]

where \( x = \cos\theta, 0 \leq \theta \leq \pi \).

It is well known that the Chebyshev polynomials of first and second kinds are integral transforms of each other with respect to weighted Hilbert kernels, as given by

\[
\int_{-1}^{1} \frac{T_n(t)}{\sqrt{1-t^2}(t-x)} dt = \pi U_{n-1}(x), \quad -1 < x < 1,
\]

and

\[
\int_{-1}^{1} \frac{\sqrt{1-t^2} U_n(t)}{(t-x)} dt = -\pi T_{n+1}(x), \quad -1 < x < 1.
\]
Here the integral is to be interpreted as a Cauchy principal value integral.

It is further known that the third and fourth kind polynomials are similarly related:

\[
\int_{-1}^{1} \frac{1 + t}{1 - t} \frac{V_n(t)}{(t-x)} \, dt = \pi W_n(x) , \quad -1 < x < 1 ,
\]

(2.3)

and

\[
\int_{-1}^{1} \frac{1 - t}{1 + t} \frac{W_n(t)}{(t-x)} \, dt = \pi V_n(x) , \quad -1 < x < 1 .
\]

(2.4)

Further, we will also use the result

\[
\int_{-1}^{1} \frac{T_n(t)}{\sqrt{1 - t^2}} \, dt = \begin{cases} 
\pi & , \quad n = 0 \\
0 & , \quad \text{otherswise} .
\end{cases}
\]

(2.5)

### 3. Method of the solution

**Case I.**

To obtain the solution of the integral equation (1.1) satisfying the end conditions given in Case I, we assume an expansion of \( \phi(x) \) \((-1 \leq x \leq 1)\) in terms of Chebyshev polynomials of first kind \( T_n(x) \) as

\[
\phi(x) = \frac{1}{\sqrt{1 - x^2}} \sum_{n=0}^{\infty} a_n T_n(x) , \quad -1 < x < 1
\]

(3.1)

where \( a_n(n = 0, 1, 2, \ldots) \) are unknown constants. Substituting (3.1) in the left side of (1.1) and assuming the validity of interchanges of the order of integration and summation we obtain

\[
\sum_{n=1}^{\infty} a_n \left[ \pi U_{n-1}(t) \right] = f(t) , \quad -1 < t < 1
\]

(3.2)

wherein the results

\[
\int_{-1}^{1} \frac{T_0(t)}{\sqrt{1 - t^2}(t-x)} \, dt = 0
\]

and (2.1) have been utilized.

Multiplying both sides of equation (3.2) by \( \frac{\sqrt{1 - t^2}}{t-x} \) and then integrating with respect to \( t \) from \(-1\) to \( 1\) we obtain

\[
\pi \sum_{n=1}^{\infty} a_n \int_{-1}^{1} \frac{\sqrt{1 - t^2} U_{n-1}(t)}{(t-x)} \, dt = \int_{-1}^{1} \frac{\sqrt{1 - t^2} f(t)}{(t-x)} \, dt , \quad -1 < t < 1 .
\]

(3.3)

Now using the result (2.2) in (3.3), we obtain

\[
\sum_{n=0}^{\infty} a_n T_n(x) = a_0 - \frac{1}{\pi^2} \int_{-1}^{1} \frac{\sqrt{1 - t^2} f(t)}{(t-x)} \, dt , \quad -1 < t < 1 .
\]

(3.4)
Using equation (3.4) in equation (3.1), we obtain the solution of the integral equation (1.1) as given by (1.2).

**Case II.**

In this case \( \phi(x) \) can be written in terms of Chebyshev polynomials of fourth kind \( W_n(x) \) as

\[
\phi(x) = \sqrt{\frac{1-x}{1+x}} \sum_{n=0}^{\infty} b_n W_n(x), \quad -1 < x < 1
\]  

(3.5)

where \( b_n (n = 0, 1, 2, \ldots) \) are unknown constants.

In a similar manner we obtain

\[
\sum_{n=0}^{\infty} b_n [-\pi V_n(t)] = f(t), \quad -1 < t < 1
\]  

(3.6)

where the result (2.4) has been utilized.

Multiplying both sides of equation (3.6) by \( \sqrt{\frac{1-t}{1+t}} \) and then integrating with respect to \( t \) from \(-1\) to \(1\) we obtain

\[
-\pi \sum_{n=0}^{\infty} b_n \int_{-1}^{1} \sqrt{\frac{1+t}{1-t}} \frac{V_n(t)}{1-t-x} dt = \int_{-1}^{1} \sqrt{\frac{1+t}{1-t}} \frac{f(t)}{1-t-x} dt, \quad -1 < t < 1.
\]  

(3.7)

Now, using the result (2.3) in equation (3.7), we obtain

\[
\sum_{n=0}^{\infty} b_n W_n(x) = \frac{1}{\pi^2} \int_{-1}^{1} \sqrt{\frac{1+t}{1-t}} \frac{f(t)}{1-t-x} dt, \quad -1 < t < 1.
\]  

(3.8)

Using equation (3.8) in equation (3.5), we obtain the solution of the integral equation (1.1) as given by (1.3).

**Case III.**

Here \( \phi(x) \) can be written in terms of Chebyshev polynomials of third kind \( V_n(x) \) as

\[
\phi(x) = \sqrt{\frac{1+x}{1-x}} \sum_{n=0}^{\infty} c_n V_n(x), \quad -1 < x < 1
\]  

(3.9)

where \( c_n (n = 0, 1, 2, \ldots) \) are unknown constants.

In a similar way we obtain

\[
\sum_{n=0}^{\infty} c_n [\pi W_n(t)] = f(t), \quad -1 < t < 1
\]  

(3.10)

wherein the result (2.3) has been used.

Multiplying both sides of equation (3.10) by \( \sqrt{\frac{1-t}{1+t}} \) and then integrating with respect to \( t \) from \(-1\) to \(1\) we obtain

\[
\pi \sum_{n=0}^{\infty} c_n \int_{-1}^{1} \sqrt{\frac{1-t}{1+t}} \frac{W_n(t)}{1-t-x} dt = \int_{-1}^{1} \sqrt{\frac{1-t}{1+t}} \frac{f(t)}{1-t-x} dt, \quad -1 < t < 1.
\]  

(3.11)

Now, using the result (2.4) in equation (3.11), we obtain

\[
\sum_{n=0}^{\infty} c_n V_n(x) = -\frac{1}{\pi^2} \int_{-1}^{1} \sqrt{\frac{1-t}{1+t}} \frac{f(t)}{1-t-x} dt, \quad -1 < t < 1.
\]  

(3.12)
Using equation (3.12) in equation (3.9), we obtain the solution of the integral equation (1.1) as given by (1.4).

**Case IV.**

To obtain the bounded solution of the integral equation (1.1), we can expand \( \phi(x) \) \((-1 \leq x \leq 1)\) in terms of Chebyshev polynomials of second kind \(U_n(x)\) as

\[
\phi(x) = \sqrt{1-x^2} \sum_{n=0}^{\infty} d_n U_n(x) , \quad -1 < x < 1
\]  

(3.13)

where \(d_n(n=0,1,2,...)\) are unknown coefficients.

Proceeding in the same manner we obtain

\[
\sum_{n=0}^{\infty} d_n \left[ -\pi T_{n+1}(t) \right] = f(t) ,
\]  

(3.14)

wherein the result (2.2) has been utilized.

By using the result (2.5) in (3.14) we obtain

\[
\int_{-1}^{1} \frac{f(t)}{\sqrt{1-t^2}} dt = 0
\]

which is the solvability criterion for the existence of the bounded solution.

Multiplying both sides of equation (3.14) by \(\frac{1}{\sqrt{1-t^2}(t-x)}\) and then integrating with respect to \(t\) from \(-1\) to \(1\) we obtain

\[
-\pi \sum_{n=0}^{\infty} d_n \int_{-1}^{1} \frac{T_{n+1}(t)}{\sqrt{1-t^2}(t-x)} dt = \int_{-1}^{1} \frac{1}{\sqrt{1-t^2}} f(t) dt , \quad -1 < t < 1.
\]  

(3.15)

Now using the result (2.1) in equation (3.15), we obtain

\[
\sum_{n=0}^{\infty} d_n U_n(x) = -\frac{1}{\pi^2} \int_{-1}^{1} \frac{f(t)}{\sqrt{1-t^2}(t-x)} dt , \quad -1 < t < 1.
\]  

(3.16)

Using equation (3.16) in equation (3.13), we obtain the solution of the integral equation (1.1) as given by (1.5).

### 4. Illustrative examples

Consider the singular integral equation

\[
\int_{-1}^{1} \frac{\phi(t)}{(t-x)} dt = x^4 + 5x^3 + 2x^2 + x - \left( \frac{11}{8} \right) , \quad -1 < x < 1
\]  

(4.1)

with the exact solutions for different cases as given by (cf. [10])

**Case (I) :** \( \phi(t) = \frac{1}{\pi \sqrt{1-t^2}} \left[ t^5 + 5t^4 + \frac{3}{2}(t^3 - t^2) - \frac{5}{2}t - \frac{9}{8} \right] \).

**Case (II) :** \( \phi(t) = -\frac{1}{\pi} \sqrt{\frac{1-t}{1+t}} \left[ t^4 + 6t^3 + \frac{15}{2}t^2 + 6t + \frac{7}{2} \right] \).

**Case (III) :** \( \phi(t) = \frac{1}{\pi} \sqrt{\frac{1-t}{1+t}} \left[ t^4 + 4t^3 - \frac{2}{2}t^2 + t - \frac{7}{2} \right] \).

**Case (IV) :** \( \phi(t) = -\frac{1}{\pi} \sqrt{1-t^2} \left[ t^3 + 5t^2 + \frac{3}{2}t + \frac{7}{2} \right] \).
Here \( f(x) = x^4 + 5x^3 + 2x^2 + x - \left(\frac{11}{y}\right) \). For the solution of the integral equation (4.1) satisfying the end conditions given in Case I, we can write \( \phi(x) \) in the form given by (3.1). In a similar manner, we can obtain the expression given by (3.4).

Using Eq. (3.4) in Eq. (3.1) and then using the result
\[
\int_{-1}^{1} \frac{\sqrt{1-t^2} t^k}{(t-x)} dt = -\pi x^{k+1} + \sum_{i=0}^{k-1} \frac{1 + (-1)^i}{4} \frac{\Gamma(\frac{1}{2}) \Gamma(\frac{i+1}{2}) \Gamma(\frac{j+1}{2})}{\Gamma(\frac{i+4}{2})} x^{k-i-1}, \quad j = 1, 2, \ldots
\]
we obtain the solution of the IE (4.1) given in Case I.

In a similar way we can obtain the solutions of the integral equation (4.1) for all the other cases by using the methods described separately.

**Remark 4.1.** The method of solution for obtaining the solution of (1.1) for the Case I is well known in the literature but is given here for the sake of completeness. The methods adopted for other cases, although simple, appear to be not known, and that is why these are given here.
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