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Abstract 

For last years, the consequences of the implication of daylight saving time has been discussed frequently, daylight saving time has 
effects on many field of the daily routine such as electricity consumption, human health, performance, behavior and well-being of 
individuals. Since the cabinet decision in 2016, Turkey has been implementing the summertime throughout the whole year in order to 
save energy. Therefore, the main aim of this study is to analyze the effects of this change on economic growth and labor productivity 
by employing quarterly data for the time period 2006:Q1 and 2018:Q1 for Turkey and Threshold AR model in order to incorporate the 
nonlinear behavior in considered time series. The results show significant effect of this policy change on economic growth and labor 
productivity as well as nonlinear behavior in the time series due to continuous fluctuations in the data throughout time which can be 
classified into at least two regimes as recession and expansion. As a conclusion, the policy makers should evaluate the effects of 
daylight saving time (DST) on different indicators before the changes in the implementation.  

Keywords: Daylight Saving Time, Turkey, Nonlinear Model, Economic Growth, Labor Productivity. 

 

Öz 

Son yıllarda, gün ışığından faydalanmak amacıyla, yaz saati uygulamasına geçişin etkileri sıklıkla tartışılmaktadır. Yaz saati 
uygulamasına geçişin, günlük rutinde, elektrik tüketimi, insan sağlığı, performans, bireylerin refahı ve davranışı gibi birçok alanda 
etkileri bulunmaktadır. 2016 Bakanlar Kurulu kararından bu yana, Türkiye, enerji tasarrufu sebebiyle, tüm yıl boyunca yaz saati 
uygulamasında kalmayı tercih etmiştir. Bu durumda, bu çalışmanın temel amacı, bu değişikliğin etkilerinin, ekonomik büyüme ve işgücü 
verimliliği üzerindeki etkilerini, Türkiye için 2006:01 ve 2018:1 dönemlerine ait çeyreklik verileri kullanarak, Eşik AR modeli ile doğrusal 
olmayan ilişkileri göz önüne alarak analiz etmektir. Sonuçlar, bu politika değişikliğinin, zaman içinde verilerde meydana gelen 
dalgalanmalardan dolayı oluşabilecek durgunluk ve genişleme zamanlarına göre 2 ayrı rejimdeki önemli etkilerinin olabileceğini 
göstermektedir. Sonuç olarak, politika yapıcıların, uygulamada herhangi bir değişiklik yapmadan önce, yaz saati uygulaması 
politikasının etkilerini, farklı belirleyiciler açısından, iyi analiz etmeleri önerilmektedir.   
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Introduction 

Following the idea of energy conservation using day light saving time (DST) transition proposed by Benjamin Franklin in 
1784 and the first attempts for the introduction of legislation for it in the beginnings of 1900s, although there are some 
periods in which the DST was not adopted, there has been wide implementation among the countries (Choi, Pellen and 
Masson, 2017: 247; Harrison, 2013: 285). DST was implemented first in 1916 by Germany following the discussions on 
the use of DST for saving energy through the times of World War I (Karasu, 2010: 3774; Mirza and Bergland, 2011: 3559). 
In the world, 33% of countries have used DST in various forms as a policy (Robb and Barnes, 2018: 193). In 2017, 77 
countries implemented DST which corresponds to a population of more than 1.5 billion (Havranek et al., 2018). However, 
some countries, such as, Bangladesh, China, Iraq, Japan, Kazakhstan, Kyrgyzstan, Malaysia, Pakistan, Philippines, South 
Korea and Taiwan, abolished the transition to DST while China, Kyrgyzstan, Malaysia, and South Korea fixed their time at 
DST (Ahuja and SenGupta, 2012: 667-668). Another example is Russia which ended the implementation of switching to 
summer time officially in 2011 because of its negative consequences claimed for individual well-being (Kountouris and 
Remoundou, 2014: 100). Also, European Union discusses the possible abolishment of switching between winter and 
summer time.  

Therefore, Turkey is also among the countries which ended the transition to summer and winter times. After the switching 
between winter and summer time twice a year on the predetermined dates (on the last Sunday in September/October and 
last Sunday in March, respectively) during the period starting from 1923 to 2016 but with interruption of DST adoption in 
some years and with the implementation of double DST in some other years (Karasu, 2010: 3774-3775), by the cabinet 
decision (No. 2016/9154) in 2016, Turkey has been implementing the summer time throughout the whole year in order to 
save energy starting by taking the clocks one hour forward at 03:00 on Sunday, 27th March 2016. It is not the first time in 
the history of Republic of Turkey for such an implementation. During the years between 1978 and 1982, the clocks were 
set fixed at DST/summer time (Karasu, 2010:3775). However, there are different aspects and studies showing conflicting 
results about the energy saving resulted from this change for Turkey such as the study performed by Istanbul Technical 
University and the study by Chamber of Electrical Engineering (TEPAV, 2017). Cabinet decision (No. 2017/10921) 
published in the Official Gazette in 2017 introduced the winter time again in which it was stated that the clocks will be taken 
one hour backward on Sunday, 28th October 2018. However, this decision was cancelled by the President’s decision (No. 
139, Date: 01.10.2018) on the continuous implementation of summer time (GMT+3) throughout the year.  

In the literature, the studies discussed and found significant effects of transition to DST on electricity consumption (see for 
example, Ebersole, 1974; Choi, Pellen and Masson, 2017 and see also Reincke and van den Broek, 1999 and Aries and 
Newsham, 2008 for survey as well as Havranek et al., 2018 for meta-analysis), financial markets (Kamstra et al., 2000), 
human well-being and health (Kantermann et al., 2007; Janszky and Ljung, 2008; Jin and Ziebarth, 2015; Gaski and 
Sagarin, 2011; Janszky et al., 2012; Jiddou et al., 2013), sleep (see Harrison, 2013 for review of studies), academic 
success (Hicks et al., 1980; Garrison and Christakis, 2011; Gaski and Sagarin, 2011; Herber et al. 2017), home and 
community accidents (Robb and Barnes, 2018), road accidents and fatalities (Monk, 1980; Hicks et al., 1983; Ferguson et 
al., 1995; Coren, 1996 (a), 1996b, 1998; Varughese and Allen, 2001; Coate and Markowitz, 2004; Lahti et al., 2010; Robb 
and Barnes, 2018), work accidents (Barnes and Wagner, 2009), productivity (Wagner et al., 2012), crime rate (Felson and 
Poulsen, 2003), behavior and many other consequences of DST. One can refer to Reincke and van den Broek (1999), 
Aries and Newsham (2008) and Harrison (2013) for the review of the studies. Below, a brief review can be found including 
some selected recent studies. 

Kountouris and Remoundou (2014) investigated the effect of transition to day light saving time on life satisfaction and 
mood of individuals using survey data for Germany over the period from 1986 to 2010 and found the negative impacts of 
DST on individual well-being especially for people under full time employment and for males. In the model, daylight saving 
time, demographic variables (age, gender, marital status, education level, employment status), household income, 
individual fixed effects, day of week, month, year and region dummies are included as factors affecting the individual life 
satisfaction and mood. The further results show the positive effects of household income but negative impacts of being 
out of work force and the effect of switch to DST does not last for more than one week. In addition, Jin and Ziebarth (2015) 
also documented the adverse health impacts of DST transition in the United States. 

The study by Choi, Pellen and Masson (2017) examined the effect of DST on electricity demand and electricity generation 

cost considering the period from September 2006 to March 2013 for Western Australia using difference-in-differences 
method but found only negligible effect. However, their results indicate the importance of re-distributional effect of DST, 
thus its effectiveness to reduce peak electricity demand and marginal cost of electricity not to provide conservation of 
energy and reduction in total generation costs. Moreover, other factors (weather, seasonality, school and public holidays, 
day light and time trend) are found to affect electricity demand significantly with expected signs. Lastly, findings show the 
reducing effect of solar power incentives. Mirza and Bergland (2011) also examined the impact of DST on electricity 
consumption but for Southern Norway and Sweden over the period between June 2003 and December 2009 controlling 
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for seasonal factors, temperature, day length, economic activity, electricity price and employing hourly electricity 
consumption data and difference-in-difference method. They found that DST transition leads to at least 1% decline in 
electricity consumption in both countries but more effect during holidays and weekends compared to working days 
corresponding to the 16.1 and 30.1 million Euros savings annually in Norway and Sweden, in order. Verdejo et al. (2016) 
made a similar analysis for Chilean residential electricity consumption using both heuristic and differences-in-differences 
methods. Their result suggests that there is evidence of very small decrease in residential electricity consumption, but for 
the effectiveness of DST transition, there are regional differences in the country. Karasu (2010) evaluated different 
alternatives of DST forms for Turkey and the optimal choice was found to be the 30-minutes forward shift starting from 
April and ending in October which provides 0.7% energy saving in lighting.    

Lastly, Havranek et al. (2018) performed meta-analysis in order to analyze the studies investigating the effect of DST on 
electricity consumption and found that the results indicated the slight energy saving but there are differences among the 
studies based on frequency of data, estimation method and geographical location of the country. Countries away from 
equator seem to benefit more from DST transition.   

On the other hand, Robb and Barnes (2018) explored the effects of DST switch to various types of accidents ranging from 
road, work, falls to home and community for New Zealand covering the period from 2005 to 2016 and found significant 
effect which have important policy implications. Start of DST was found to have significant positive effects on road 
accidents, whereas, significant negative effects on falls, home and community accidents. But in contrast, end of DST 
significantly increased the falls, home and community accidents with a relatively smaller impact compared to the start of 
DST. In addition, the findings showed the significant effects of public holidays, long weekends, day of week, school and 
holiday period and seasonality. The results indicated that road and work accidents has declined over time, however, for 
falls, home and community accidents, this result was not found. The impact of DST change on road accidents was analyzed 
also by Huang and Levinson (2010) considering weather conditions and traffic volumes for Minnesota between 2001 and 
2007. Their findings showed decrease in the number of accidents after DST transition.  

Another study performed by Schaffner et al. (2018) found that in general DST transition does not affect cognitive 
performance and risk taking behavior significantly in New South Wales before, after and after one week based on 
experimental economics methods and controlling for individual heterogeneity such as, gender, marital status, number of 
children at home, income, age and also time period of day (early morning, morning, afternoon, evening) with one exception. 
On the day of transition, cognitive performance is higher than Queensland in which DST transition is not implemented.  

In order to assess the effect of DST transition on students’ performance, Herber et al. (2017) employed the data on 
performance assessment of 22000 elementary school students in 6 European countries made by the evaluation of math, 
science and reading test scores before and after DST switch and found insignificant effects. Sexton and Beatty (2014) 
analyzed the effect of DST start on the time use of individuals using American Time Use Survey covering the period from 
2003 to 2011 controlling for day of week effect, month effect, year effect, number of days before and after DST transition, 
weather, 2007 DST extension, gender, demographic conditions, educational level, employment and marital status and 
found behavioral change in such a way that individuals shift their activities which necessitate high amount of energy usage 
to the earlier periods of the day, however, this behavioral change is associated with increase in energy consumption which 
is a result contrary to the aim of DST shift implementation.  

Ahuja and SenGupta (2012) found that year-round 30-minutes advancement of Indian Standard Time (IST) which they 
called YRDST will be the best option considering all the costs and benefits when compared with different options, such 
as, IST, two time zones and DST switching for India.  

The morning and evening daylight amounts are affected by DST switch (Sexton and Beatty, 2014: 293). Moreover, DST 
transition, i.e., switching between winter and summer time, may cause decline in the quality and quantity of sleep because 
of the time lag for the adjustment of circadian clocks leading decrease in awareness and increase in accidents, and 
associated with many adverse effects related to health, labor market and academic success (Robb and Barnes, 2018: 
193-194; Baert et al., 2015; Jennum et al., 2014) although the DST transition is anticipated and the residents may adapt 
to it (Schaffner et al., 2018: 391). Milne (1911) discussed that DST switch may affect the workers’ efficiency (Harrison, 
2013: 285). In the literature, some studies mentioned the productivity increase in office by the DST implementation as 
discussed by Ahuja and SenGupta (2012). Productivity increase can also lead to economic output increase (see for 
example, Su and Heshmati, 2011; Mahmud and Rashid, 2006; Auzina-Emsina, 2014; Huyuguzel Kısla and Delıktas, 2015; 
Karaalp-Orhan, 2016; Nakamura, Kaihatsu, and Yogi, 2018). Mahmud and Rashid (2006) provided a brief literature review 
of the studies for the relation between productivity and economic growth. In the literature, based on Young (1928), Kaldor 
(1966) discussed that as a result of dynamic increasing returns to scale, economic growth increases following productivity 
increase (Magacho, 2017: 44). Mahmud and Rashid (2006) analyzed the relation between output growth and labor 
productivity growth for Pakistan over the period from 1972 to 2005 using Johansen Full Information Maximum Likelihood 



[ GUSBEED ] Gümüşhane Üniversitesi Sosyal Bilimler Enstitüsü Elektronik Dergisi, Yıl: 2019 / Cilt: 10 / Sayı: 1 

21 
  

Method and their findings showed that there is evidence of cointegration between them and also unidirectional long run 
causality from labor productivity growth to economic growth in addition to the short run bidirectional causality. Auzina-
Emsina (2014) also examined the effect of labor productivity increase on economic growth for Latvia, Lithuania and Estonia 
considering three different periods over the years between 2004 and 2012 such as pre-crisis (2004-2008), crisis (2008-
2010) and post-crisis (2011-2012) periods. This study found that although there is not any evidence of the effect of 
productivity increase on economic growth during pre-crisis; in the post-crisis period, the labor productivity improvements 
increase economic growth but with lag in time. Moreover, based on Kaldor-Verdoorn Law (Kaldor’s second law on growth), 
Kaldor’s first and third laws on growth, there can be relation in the opposite direction from economic growth to labor 
productivity growth (Lavoie, 2018: 313). The first, second and third Laws of Kaldor (1966, 1967) can be summarized as 
follows. According to the Laws, manufacturing sector’s growth is essential for overall economic growth, manufacturing 
labor productivity growth and non-manufacturing labor productivity growth which can occur as a result of labor reallocation 
across sectors. Therefore, overall economic growth can lead to labor productivity growth. Previous studies followed by the 
first studies performed by Verdoorn (1949) and Kaldor (1966), have already proved the validity of Kaldor-Verdoorn Law 
(Deleidi, Meloni and Stirati, 2018: 16). The findings of some recent studies also validate this theoretical relation such as 
Korkmaz and Korkmaz (2017) and Deleidi, Meloni and Stirati (2018). Korkmaz and Korkmaz (2017) found that there is a 
long run relation between labor productivity and economic output and direction of causality runs from economic growth to 
labor productivity for seven OECD countries over the period from 2008 to 2014. Deleidi, Meloni and Stirati (2018) showed 
the validity of Kaldor-Verdoorn Law for European countries over the period between 1970 and 2015. The meta-analysis of 
List (2017) showed that the estimate of Kaldor-Verdoorn effect is 0.42 and in the range of the intervals found by McCombie 
(2002), Hein and Tarassow (2010) and Storm and Naastepad (2012) (Lavoie, 2018: 324). Therefore, this bidirectional 
relation was considered in our analysis.  

In this context, this study aims to examine the effect of continuous summer time implementation on economic growth and 
labor productivity using quarterly data over the period from 2006: Q1 to 2018: Q1 for Turkey. In order to see the effect of 
summer time implementation on economic growth and labor productivity, two dummy variables are included into the model 
that d_policy (d1) covers the effect of policy change by taking the value of 1 by the policy change period (2016:4) and 
d_summer (d2) shows the effect of day light saving time by taking the value of 1 for summer time, 0 for winter time. The 
sign of the dummy variables show the positive or negative effect of implementation on economic growth and labor 
productivity. The main motivation of this paper is to see reducing or increasing effect of summer time implementation on 
economic growth and labor productivity. As can be seen from the brief literature review, the consequences of 
implementation of DST occur in many areas as well as economics and daily routines. To be specific, one of the best 
macroeconomic indicators of the economy, economic growth is included into the model. From the literature review, it is 
obvious that DST may affect labor productivity. Based on the possible bidirectional relationship between economic growth 
and labor productivity above, they are included into the application. To simplify the estimation, we didn’t include any other 
variables into the model. This study will be the first to discuss this issue for Turkey in the empirical literature according to 
our knowledge. The model is estimated by linear and nonlinear framework. Threshold AR model was employed for possible 
asymmetry in these time series. There have been many studies considering the nonlinearity in economic time series based 
on rational expectations and assumptions related to preferences and technology in macroeconomic models (Brock and 
Potter, 1993). For example, Hamilton (1989) considered the evidence of asymmetry between expansion and recession 
(Potter, 1995). Moreover, Panagiotidis & Pelloni (2007) and Chang (2010) emphasized on the importance of considering 
nonlinearities in labor market. Chang (2010) found also that labor productivity is upward rigid. As stated, and summarized 
in Korucu-Gumusoglu (2013) that in a world with various economic crisis and shocks, economic literature shows that 
possible nonlinearity should not be neglected in empirical literature.4 Especially, there are many studies that include GDP 
nonlinearity such as Pesaran and Potter (1997); Enders, Falk and Siklos (2007); Öcal (2000) and Öcal (2006). In this 
manner, the possible nonlinearity of the variables is taken into account in this study and findings indicate that significant 
effect of continuous summer time on economic variables. This paper is organized as follows. After the introduction, 
explanation on data is given and methodological issues are discussed. Then, empirical results are presented. Lastly, 
authors conclude. 

 

1. Data  

Labor productivity can be defined as “a measure of the efficiency with which one unit of labor input can produce goods 
and services” (Nakamura, Kaihatsu, and Yagi, 2018: 3). Although, there are many ways5 to measure it, this study employs 
the output per worker as the measure of labor productivity. Therefore, data set includes the quarterly data on GDP per 
person employed (Index, seasonally adjusted, 2010=100) and Gross domestic product (volume estimates, expenditure 

                                                           
4 The details of the nonlinear studies in economic literature can be found in Korucu-Gumusoglu (2013). 
5 Please see Nakamura et al. (2018) for other measures of labor productivity.  
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approach, Turkish Lira, Millions, OECD reference year=2010, annual levels, seasonally adjusted) over the years from 
2006 to 2018. All the data were obtained from OECD Stat database. lbr and gdp represent labor productivity and Gross 
Domestic Product.  

 

Table 1: Summary Statistics 

 Economic Growth               (Δgdp) Labor Productivity Growth    (Δlbr) 

 Mean 0.012455 0.004776 
 Median 0.016782 0.007645 
 Maximum 0.049565 0.057487 
 Minimum -0.051880 -0.067631 
 Std. Dev. 0.021271 0.020538 
 Skewness -1.108704 -0.675003 
 Kurtosis 4.123319 5.445472 
 Jarque-Bera 12.35749 15.60570 
 Probability 0.002073 0.000409 
 Sum 0.597858 0.229269 
 Sum Sq. Dev. 0.021265 0.019824 
 Observations 48 48 

 

 

Graph 1: Economic Growth and Labor Productivity Growth 

 

The series are in natural logarithmic form and as the unit root tests indicate that they are I (1), first differences of the series 
were taken.6 Summary Statistics are presented in the following Table 1, while Figure 1 illustrates the economic and labor 
productivity growth series over the entire period starting from 2006: Q2 and ending in 2018: Q1. The quarterly economic 
growth and labor productivity growth realized at 1.3% and 0.4%, on average, throughout the period. As seen from Figure 
1, there is a decline in both economic growth and labor productivity growth in 2008 at the second quarter reflecting the 
instantaneous but not continuous effect of 2008 Global Financial Crisis. There are fluctuations in both growth series over 
time.  

 

2. Methodology 

The effect of summer time implementation on economic growth and labor productivity is investigated by linear and 
nonlinear framework. The main motivation of this paper is to find out this effect by considering the possibility of asymmetry. 

                                                           
6 The results of the unit root tests are given in Empirical Results section. 
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Therefore, in order to include the asymmetric relationship, Threshold Autoregressive (TAR) model is employed. There are 
3 types of methods for nonlinear empirical literature. First one is Threshold Autoregressive models (TAR) by Tong (1978) 
and Tsay (1989). Second one is Smooth Transition Regression models (STAR) that allows smoothness between regimes. 
Third one is Markov Switching Model by Neftçi (1984) and Hamilton (1989). This paper uses TAR model. TAR model is 
able to capture both the periodicity and the asymmetric rise and fall of the data. TAR model allows sharp changes between 
regimes. The main problem in applying TAR models is to select delay parameter (d) and threshold value (c). There are 3 
approaches in the literature to select these parameters namely Tsay, Bruce Hansen7 and Chan Method. 

In this paper, threshold value is determined by Chan (1993) method. Chan (1993) showed how to obtain a super consistent 
estimate of the threshold parameter so that this approach is commonly used in the literature while the main aim of Tsay 
(1989)’s study is to propose a procedure for testing threshold nonlinearity and building TAR. According to Chan (1993) 
method, first, the observations from smallest to largest are ordered such that: y1 < y2 < y3 ... < yT 

For each value of yj   =yj,,  set the indicator according to this potential threshold and estimate a TAR model. To choose 

the consistent estimate of the threshold, take the smallest residual sum of squares. In practice, the highest and lowest 
15% of the {yj} values are excluded from the grid search to guarantee appropriate sample size for each side of the threshold 
that upper and lower regime. The method takes the threshold value which gives the minimum residual sum of squares.  

Following  Tsay (1989) and Hansen (1997), a basic TAR model can be formulated as: 

10 1 1 20 2 1
1 1

( ) ( )
p p

t i t i t i t i t t
i i

y y I q y I q e        
 

   
         
   

                                                               (1) 

where (y1, …, yn) is observed data, I(.) denotes the indicator function, and  1 1( ,..., )t t t pq q y y    is a known function 

of data. The autoregressive order is 1p , the threshold parameter is   and te   is i.i.d. 
2(0, ) . If the dependent 

variable is also chosen as threshold variable, then the model is called Self-Exciting Threshold Autoregressive (SETAR) 
models of Tong (1983).  

In this paper, we followed basic TAR model and try to analyze the effect of daylight-saving time and policy change on 
productivity and growth. The empirical specification procedure for TAR model consists of following steps: 

1. Test for the unit root, if the null hypothesis of stationarity (unit root) cannot be rejected, take the first difference of 
time series in the data. 

2. Select threshold variable and threshold value. 
3. Estimate the parameters in the selected TAR model. 

To test for nonlinearity, Tsay (1989) test of linearity is used. The model with minimum p value is chosen as the lag of the 
threshold variable.    

 

3. Empirical Results 

In this section, we provide an empirical evidence of the effect of day light saving time and its policy change on economic 
growth and labor productivity over the period 2006:01-2018:01 for Turkey. We first take the natural log of the variables to 
reduce the probability of heterogeneity that can occur in the data set. Then, we test the null hypothesis of unit root for both 
variables by applying Augmented Dickey Fuller (ADF) test and nonlinear unit root tests developed by Kapetanios, Shin 
and Snell (2003) (KSS), Leybourne, Newbold, and Vougas (1998) (LNV), Sollis (2004) and Sollis (2009). Brief information 
related to nonlinear unit root tests can be given as follows focusing on the differences between them. In KSS test, the null 
of linear unit root is tested against ESTAR type nonlinear stationarity. LNV test allows for structural changes in addition to 
nonlinearity in time series employing Logistic Smooth Transition Regression Model. Based on both Enders and Granger 
(1998) Threshold AR unit root test and LNV (1998) test, Sollis (2004) developed a test which allows for symmetric or 
asymmetric adjustment and tests non-stationarity against smooth transition TAR stationarity. Lastly, Sollis (2009) proposed 
a test based on KSS (2003) and allowing for asymmetric adjustment employing exponential and logistic functions. Finally, 
Enders and Granger (1998) nonlinear unit root test is employed. Enders and Granger (1998) approach test the null 
hypothesis of a unit root against the alternative of stationarity with asymmetric adjustment. The test is based on TAR and 
momentum TAR models.  

                                                           
7 For details of the methods, see Tsay (1989) and Hansen (1997). 



[ GUSBEED ] Gümüşhane Üniversitesi Sosyal Bilimler Enstitüsü Elektronik Dergisi, Yıl: 2019 / Cilt: 10 / Sayı: 1 

24 
  

According to the ADF unit root test results, the series are found to be I (1). This result is also supported by almost all of 
the nonlinear unit root tests. The first differences of the variables are taken for the stationarity of the series.  

 

Table 2: Unit Root Tests 

 gdp Δgdp lbr Δlbr 

Tests Statistic Statistic Statistic Statistic 

ADF -2.5374 -4.9139*** -2.0028 -6.2540*** 
Nonlinear Unit Root Tests     
KSS (2003) -2.592 -1.955 -3.427** -1.012 
LNV (1998)     
Model B -0.859 -6.934*** -0.238 -6.279*** 
Model C 0.122 -7.498*** 0.155 -5.599** 
Sollis (2004)     
Model B     
tmax 0.2271 -4.3473** -0.0183 -4.5109** 
F 0.5086 16.0858** 0.0365 19.3269*** 
Model C     
tmax 0.4591 -6.1304*** 0.4500 -3.7962 
F 0.1056 32.7978*** 0.1013 15.4940** 
Sollis (2009) 4.583 5.886** 2.667 1.259 
Enders and Granger (1998) 10.32*** 8.15** 13.92*** 10.07*** 

Note: In the unit root test equation, intercept and trend are added as the series are found to contain both intercept and trend based on graphical 
analysis. Lag length selection is based on BIC by taking maximum lag length as 10. *, **, *** shows the statistical significance of test statistics at 10%, 
5%, and 1%, respectively. In LNV (1998) test, Model B allows for trend and nonlinearity in intercept, whereas, Model C allows for nonlinearity in 
intercept and trend. Critical values for KSS tests for series in level (first difference) are as follows; -3.93 (-3.48), -3.40 (-2.93) and -3.13 (-2.66) at 1%, 
5%, and 10% significance levels. Critical values for LNV (1998), Sollis (2004) and Enders and Granger (1998) can be found from the articles of the 
authors. Critical values for Sollis (2009) are 8.711 (6.953), 6.593 (5.055) and 5.670 (4.194) for series in level (first difference) at 1%, 5%, and 10% 
significance levels. According to Enders and Granger (1998) test results, the series in level (first difference) seems stationary with asymmetric 
adjustment. 

Then we select p value, lag order for the Autoregressive model according to the model selection criteria (such as the 
Akaike Information criterion (AIC) and the Bayesian Information criterion (BIC)). One lagged model is selected according 
to the both AIC and BIC. Linear Johansen (1996) cointegration test results show no evidence of cointegration under the 
case of trend. Additionally, according to Engle-Granger (1987) cointegration test results, test statistic is found as -2.26, 
where MacKinnon critical values are -3.95 (1%), -3.36 (5%) and -3.06 (10%) so that the null hypothesis of no cointegration 
cannot be rejected. As stated in Enders and Siklos (2001), in the presence of nonlinearity, Enders and Siklos (2001) 
nonlinear cointegration procedure (especially Momentum-TAR method) is found to be more powerful compared to linear 
models. The Momentum-TAR (M-TAR) model, used by Enders and Granger (1998) and Caner and Hansen (1998), allows 
a variable to display differing amounts of autoregressive decay depending on whether it is increasing or decreasing 
(Enders and Siklos, 2001). Therefore, M-TAR procedure is found powerful to the alternative assumptions of symmetric 
adjustment and TAR models in Enders and Granger (1998) and Enders and Siklos (2001) studies. According to Enders 
and Siklos (2001) cointegration procedure in Table 3, that allows for either threshold autoregressive (TAR) or momentum-
TAR (M-TAR) adjustment, the null hypothesis of no cointegration cannot be rejected. We can conclude that labor 
productivity and GDP are not cointegrated according to linear and nonlinear cointegration methods. 

 

Table 3: Nonlinear Cointegration Results 

 𝜑 

TAR Model (threshold: 0) 2.78 

M-TAR model (threshold: 0) 2.57 

M-TAR model (threshold: -0.0068) 3.64 

Moreover, we test for nonlinearity by using Tsay (1989) test. According to Tsay (1989) nonlinearity test, there seems 
evidence of nonlinearity as we reject the null hypothesis of linearity that is lower than 0.05 (p: 0.00). Therefore, the lag for 
threshold variable is chosen as 1 with the min p value that is 0.036 for GDP threshold model while the model with the min 
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p value (0.00) is chosen as 3 for lbr threshold model. Moreover, two dummy variables are included into the model that 
d_policy (d1) covers the effect of policy change by taking the value of 1 by the policy change period (2016:4) and d_summer 
(d2) shows the effect of day light saving time by taking the value of 1 for summer time, 0 for winter time. To detect if there 
is problem of multicollinearity, we check for the correlation between the dummies. However, the correlation coefficient 
between two dummies are found as 0.3, thus, including two dummies separately into the model did not change the results 
significantly compared to the models that they are included together.      

Moreover, the linear and nonlinear causality tests are applied to see the causal relationship. According to the linear granger 
causality test results, lbr can granger cause GDP (p: 0.084) while GDP does not granger cause lbr (p: 0.12). For the 
nonlinear pattern of the data set, Skalin and Terasvirta (1999) nonlinear causality test is applied. According to the nonlinear 
test results in Table 4, there seems no bidirectional relationship. According to the evidence of no bidirectional relationship, 
no cointegration and small sample reality, threshold vector error correction (TVEC) and threshold vector autoregressive 
(TVAR) models are not applied.   

 

Table 4: Nonlinear Causality Test Results 

Caused variable Causing variable  p 

GDP Labor Productivity 0.8 

Labor Productivity GDP 0.06* 

Note: the results were obtained by RATS. only p values for lag 1 are given, the results are same for 5 lags,  * p < 0.1, ** p<0.05. 

According to Table 4 nonlinear causality test, null hypothesis of labor productivity does not linearly granger cause of GDP 
cannot be rejected and secondly, null hypothesis of GDP does not linearly granger cause of labor productivity can be 
rejected at 90% confidence level (95% confidence level for higher lag values) therefore one can say that there is a nonlinear 
causality from GDP to labor productivity. Unidirectional relationship is found from GDP to labor productivity according to 
the nonlinear casual test. 

To sum up, TAR model is employed to see the effect of summer time implementation on economic growth and labor 
productivity for 2 regimes (if GDP/labor productivity is lower than a specific threshold value and vice versa). 

The estimated models are as follows: 

𝛥𝑔𝑑𝑝𝑡 = (𝜑10 + ∑ 𝜑11𝑖𝛥𝑔𝑑𝑝𝑡−𝑖
5
𝑖=1 +∑ 𝜑12𝑖𝛥𝑙𝑏𝑟𝑡−𝑖

5
𝑖=1 + 𝜑13𝑑1 + 𝜑14𝑑2)𝐼(𝛥𝑔𝑑𝑝𝑡−1 ≤ 𝛾1)

+(𝜑20 + ∑ 𝜑21𝑖𝛥𝑔𝑑𝑝𝑡−𝑖
5
𝑖=1 + ∑ 𝜑22𝑖𝛥𝑙𝑏𝑟𝑡−𝑖

5
𝑖=1 + 𝜑23𝑑1 + 𝜑24𝑑2)𝐼(𝛥𝑔𝑑𝑝𝑡−1 > 𝛾1)

                     (2) 

 

𝛥𝑔𝑑𝑝𝑡 = (𝛿10 + ∑ 𝛿11𝑖𝛥𝑔𝑑𝑝𝑡−𝑖
5
𝑖=1 +∑ 𝛿12𝑖𝛥𝑙𝑏𝑟𝑡−𝑖

5
𝑖=1 + 𝛿13𝑑1 + 𝛿14𝑑2)𝐼(𝛥lbrt−3 ≤ 𝛾2)

+(𝛿20 +∑ 𝛿21𝑖𝛥𝑔𝑑𝑝𝑡−𝑖
5
𝑖=1 +∑ 𝛿22𝑖𝛥𝑙𝑏𝑟𝑡−𝑖

5
𝑖=1 + 𝛿23𝑑1 + 𝜑24𝑑2)𝐼(𝛥lbrt−3 > 𝛾2)

                           (3) 

 

                                       (4) 

 

 

𝛥𝑙𝑏𝑟𝑡 = (∝10+∑ ∝11𝑖 𝛥𝑔𝑑𝑝𝑡−𝑖
5
𝑖=1 +∑ ∝12𝑖 𝛥𝑙𝑏𝑟𝑡−𝑖

5
𝑖=1 +∝13 𝑑1 +∝14 𝑑2)𝐼(𝛥lbrt−3 ≤ 𝛾3)

+(∝20+∑ ∝21𝑖 𝛥𝑔𝑑𝑝𝑡−𝑖
5
𝑖=1 +∑ ∝22𝑖 𝛥𝑙𝑏𝑟𝑡−𝑖

5
𝑖=1 +∝23 𝑑1 +∝24 𝑑2)𝐼(𝛥lbrt−3 > 𝛾3)

                    (5) 

According To Table 5, TAR model estimates can be analyzed. G denotes lower regime while R denotes upper regime in 
this nonlinear model. Model 2 and Model 5 can be considered as SETAR models as explained before. According to Model 
2, the effect of summer time dummy seems negative but statistically insignificant while there seems positive and 
statistically significant policy change effect on GDP growth rate.  
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Table 5: TAR Model Estimates 

 Dependent Variable:  ∆gdp Dependent Variable:  ∆lbr 

Explanatory Variables:  Model 2 Model 3 Model 4 Model 5 

R 0.013** 
(0.018) 

0.003 
(0.7) 

0.032* 
(0.09) 

0.002 
(0.8) 

G 0.00 
 

0.02*** 
(0.003) 

0.012 
(0.08) 

0.012 
(0.04) 

Ggdpt-1 -1.06 
(0.62) 

0.08 
(0.82) 

-0.02 
(0.96) 

-0.002 
(0.99) 

Glbrt-1 1.59 
(0.44) 

0.13 
(0.75) 

-0.22 
(0.56) 

0.03 
(0.94) 

Rlbrt-1 -0.19 
(0.59) 

-1.052 
(0.17) 

1.17 
(0.14) 

0.59 
(0.33) 

Rgdpt-1 0.22 
(0.53) 

0.31 
(0.58) 

-0.51 
(0.62) 

-0.69 
(0.22) 

d_summer -0.011 
(0.10) 

-0.01* 
(0.09) 

-0.011* 
(0.08) 

-0.013** 
(0.04) 

d_policy 0.018* 
(0.09) 

0.016* 
(0.07) 

0.012 
(020) 

0.016 
(0.102) 

Threshold variable 𝛥𝑔𝑑𝑝𝑡−1
≤ 0.045 

 𝛥𝑙𝑏𝑟𝑡−3 ≤
−0.014 

𝛥𝑔𝑑𝑝𝑡−1
≤ −0.014 

𝛥𝑙𝑏𝑟𝑡−3
≤ −0.008 

Note: p values are in parentheses; the results were obtained by RATS. * p < 0.1, ** p < 0.05. 

According to Model 3 that threshold variable is taken as labor productivity, the effect of summer time dummy seems 
negative and significant while the effect of policy changes seems positive and significant on GDP growth rate. Labor 
productivity estimates can be seen from Model 4 and Model 5. In Model 4, threshold model is taken as growth rate while 
Model 5 takes threshold variables as lag value of labor productivity. However, the coefficients are found so close to each 
other that there seems negative and significant summer time effect on labor productivity. We can say that implementation 
of summer time may reduce labor productivity. To sum up the policy effect of summer time implementation, when the 
change in GDP is lower than some threshold value (ℎ𝑒𝑟𝑒, 𝛥𝑔𝑑𝑝𝑡−1 ≤ 0.045), summer time dummy does not affect the 
growth rate while policy change seems to increase the growth. However, when the change in labor productivity is lower 

than some threshold value (here, 𝛥𝑙𝑏𝑟𝑡−3 ≤ −0.014). Implementation of summer time reduces the growth while policy 
change effect seems positive and significant. For the labor productivity models, when the change in GDP is lower than 
some threshold value (here, 𝛥𝑔𝑑𝑝𝑡−1 ≤ −0.014, negative growth), the implementation of summer time reduces the 

labor productivity, also for the lower rate of labor productivities (here, 𝛥𝑙𝑏𝑟𝑡−3 ≤ −0.008), the implementation of summer 
time reduces the labor productivity.  

The linear model estimates are presented in Table 6 below to compare the linear and nonlinear models. According to the 
model 6, the implementation of summer time reduces the growth rate while policy change seems to increase the growth. 
However, according to model 7, the implementation of summer time reduces labor productivity while policy change has no 
significant effect. 

 

Table 6: Linear Model Estimates 

 Dependent Variable 

Explanatory Variables:  Model 6: ∆gdp  Model 7: ∆lbr 

Constant 0.015*** 
(0.006) 

0.011 
(0.04) 

∆gdpt-1 0.13 
(0.68) 

-0.11 
(0.72) 

∆lbrt-1 -0.06 
(0.86) 

0.06 
(0.84) 

d_summer -0.012* 
(0.06) 

-0.012* 
(0.06) 

d_policy 0.018* 
(0.07) 

0.014 
(0.14) 

* p < 0.1, ** p < 0.05. 
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Moreover, according to the diagnostics of the models in following Table 7, there seem no normality, autocorrelation and 
heteroscedasticity problems. 

 

Table 7: Diagnostics of TAR Model Estimates 

 Dependent  Variable:  ∆gdp Dependent  Variable: ∆lbr 

  Model 2 Model 3     Model 4 Model 5 

�̂� 0.02 0.02 0.02 0.02 

𝑅2 0.19 0.31 0.18 0.18 

Durbin-
Watson 

2.00 2.13 2.11 2.13 

LMhet 3.71 11.75 2.47 11.70 
s

nd
2  0.08 0.22 0.11 0.87 

k
nd
2  0.43 0.57 0.02 0.69 

j
nd
2  0.14 0.37 0.012 0.90 

Note: The significance levels are given for normality test results. 

 

Conclusion 

This study analyzes the effect of year-round daily saving time implementation only focusing on labor productivity and 
economic growth by employing Threshold AR model to quarterly data for the time period 2006: Q1 and 2018: Q1 for Turkey 
to take into account the asymmetry. Moreover, it can be seen that the estimates of the nonlinear model seem to make 
more sense when compared with the linear AR model. However, one should be cautious about the result of this study and 
in order to evaluate the overall net benefit of implementing summer time or winter time over the whole year, one can 
perform social cost-benefit analysis. Because, the decision of switching or not switching to daylight saving time has many 
consequences including such as electricity consumption, financial markets and trade activities, human well-being and 
health, sleeping, academic success, home and community accidents, road accidents and fatalities, work accidents, 
productivity and security. Therefore, this decision should be analyzed by the policy makers deeply before implementing. 
There can be other factors that (are) affected (by) day light saving time. However, as literature focuses on one dimension 
of its effect, this study also restricts attention on only two important consequences of this implementation. Therefore, this 
paper takes into account this relationship in terms of growth and labor productivity framework. In this manner, the main 
motivation of this study is to be the first study in the empirical literature for Turkey. In the light of these issues, we found a 
positive and significant effect of policy change on GDP growth rate. Our second important finding is that there seems 
negative and significant effect of summer time on labor productivity.  

Therefore, the implementation of summer time may reduce the labor productivity for both growth and labor productivity 
threshold models. While the change in growth rate is lower than some threshold value, policy change will increase the 
growth rate however the implementation of summer time has negative but insignificant effect on growth rate for this case. 
One can say that policy change has positive effect on growth rate. The contribution of this study may be to take into 
account the possible nonlinearity and secondly how the results can change according to different threshold values for 
growth and labor productivity. According to the aim of this study, we just consider the relationship between growth, labor 
productivity and summer time policy changes. These relationships can be widened including other factors by employing 
more complex econometric methods. This can be a subject for future studies. To conclude, policy makers should decide 
to implement day light saving time considering all effects such as electricity consumption, financial markets, trade activities 
and human well-being.     

Moreover, as the focus of this study is to analyze the effect of all year round DST implementation on economic growth and 
labor productivity, other factors that can affect growth and labor productivity are not included into the analysis because of 
quarterly data unavailability. Based on data availability, future studies should also include other factors such as 
technological innovations, education, some macro-economic variables, social capital, labor market inflexibility, restrictions 
and rigidities, issues related to business management, quality of institutions and investment. Therefore, further research 
using more explanatory variables is certainly required. 

 



[ GUSBEED ] Gümüşhane Üniversitesi Sosyal Bilimler Enstitüsü Elektronik Dergisi, Yıl: 2019 / Cilt: 10 / Sayı: 1 

28 
  

References 

Ahuja, Dilip R. and SenGupta, D.P. (2012), “Year-round Daylight Saving Time will Save More Energy in India Than 
Corresponding DST or Time zones”, Energy Policy, 42 (2012): 657–669. 

Aries, M. B. C. and G. R. Newsham (2008), “Effect of Daylight Saving Time on Lighting Energy Use: A Literature Review.” 
Energy Policy, 36(6): 1858–1866. https://doi.org/10.1016/j.enpol.2007.05.021. 

Auzina-Emsina, Astra (2014), “Labour Productivity, Economic Growth and Global Competitiveness in Post-crisis Period”, 
Procedia- Social and Behavioral Sciences, 156: 317-321. 19th International Scientific Conference: Economics and 
Management 2014, ICEM 2014, 23-25 April 2014, Riga, Latvia. 

Baert, S., Omey, E., Verhaest, D., Vermeir, A., (2015), “Mister Sandman, Bring me Good Marks! On the Relationship 
Between Sleep Quality and Academic Achievement”, Social Science Med, 130, 91–98. 

Barnes, C.M., Wagner, D.T., (2009), “Changing to Daylight Saving Time Cuts into Sleep and Increases Workplace 
Injuries”. Journal of Applied Psychology, 94 (5), 1305–1317. 

Brock, W. A., and Potter, S. M., (1993), “Nonlinear time series and macroeconometrics”, Handbook of Statistics, 11, 195-
229. 

Chan, K. S. (1993), “Consistency and Limiting Distribution of the Least Squares Estimator of a Threshold Autoregressive 
Model”, The Annals of Statistics, 21, 520-533.   

Chang, S.-C., (2010), “Effects of Asymmetric Adjustment Among Labor Productivity, Labor Demand, and Exchange Rate 
Using Threshold Cointegration Test”, Emerging Markets Finance & Trade, 46(6), 55-68. 

Choi, Seungmoon, Pellen, Alistair, Masson, Virginie, (2017), “How Does Daylight Saving Time Affect Electricity Demand? 
An Answer Using Aggregate Data from a Natural Experiment in Western Australia”, Energy Economics, 66, 247–
260. 

Coate, D., Markowitz, S., (2004), “The Effects of Daylight and Daylight Saving Time on US Pedestrian Fatalities and Motor 
Vehicle Occupant Fatalities”, Accident Analysis&Prevention 36 (3), 351–357. 

Coren, S., (1996a), “Daylight Savings Time and Traffic Accidents”, New England Journal of Medicine, 334 (14), 924–925. 

Coren, S., (1996b), “Accidental Death and the Shift to Daylight Savings Time”, Perceptual Motor Skills, 83 (3), 921–922. 

Coren, S., (1998), “Effects of Daylight Savings Time on Collision Rates: A Reply”, The New England Journal of Medicine, 
339 (16), 1168. 

Deleidi, Matteo, Meloni, Walter Paternesi, Stirati, Antonella (2018), “Structural Change, Labour Productivity and the Kaldor-
Verdoorn Law: Evidence from European Countries”, Dipartimento di Economia Università degli studi Roma Tre 
Working papers, Working Paper no: 239, Rome, Italy, ISSN 2279-6916.  

Ebersole, N. U., (1974), “The Year-Round Daylight Saving Time Study”, National Government Publication, Final Report to 
Congress from the Secretary of Transportation, Washington: U.S. Department of Transportation. 

Enders, W. and Granger, C.W.J., (1998), “Unit-root tests and asymmetric adjustment with an example using the term 
structure of interest rates”, Journal of Business Economic & Statististics, 16, 304–11. 

Enders, W. and Siklos, P. L. (2001), “Cointegration and Threshold Adjustment”, Journal of Business and Economic 
Statistics, 19, 2. 

Enders, W., Falk, B. L., and Siklos, P. (2007), “A Threshold Model of Real U.S. GDP and the Problem of Constructing 
Confidence Intervals in TAR Models”, Studies in Nonlinear Dynamic & Econometrics, 11(3), 4. 

Felson, M., Poulsen, E., (2003), “Simple Indicators of Crime by Time of Day”, International Journal of Forecasting, 19, 595. 

Ferguson, S., Preusser, D., Lund, A., Zador, P., Ulmer, R., (1995), “Daylight Saving Time and Motor-vehicle Crashes—
the Reduction in Pedestrian and Vehicle Occupant Fatalities”, American Journal of Public Health, 85 (1), 92–95. 

Garrison MM, Christakis D., (2011), “Daylight Savings Time and the Impact on Standardized Test Scores in Early 
Adolescents”, Sleep, 34:A268. 

Gaski, J.F., Sagarin, J., (2011), “Detrimental Effects of Daylight-saving Time on SAT Scores”, Journal Neuroscience 
Psychology Economics, 4 (1), 44–53. 



[ GUSBEED ] Gümüşhane Üniversitesi Sosyal Bilimler Enstitüsü Elektronik Dergisi, Yıl: 2019 / Cilt: 10 / Sayı: 1 

29 
  

Hamilton, J. (1989), “A New Approach to the Economic Analysis of Nonstationary Time Series and the Business Cycle”, 
Econometrica, 57, 357-384. 

Hansen B., (1997), “Inference in TAR Models”, Studies in Nonlinear Dynamics and Econometrics, 2.  

Harrison, Yvonne (2013), “The Impact of Daylight Saving Time on Sleep and Related Behaviours”, Sleep Medicine 
Reviews, 17: 285-292. 

Havranek, Tomas, Herman, Dominik and Irsova, Zuzana, (2018), “Does Daylight Saving Save Electricity? A Meta-
Analysis”, The Energy Journal, Vol. 39, No. 2: 35-62. 

Hein, E., and Tarassow, A. (2010), “Distribution, Aggregate Demand and Productivity Growth: Theory and Empirical 
Results for Six OECD Countries Based on a Post-Kaleckian model”, Cambridge Journal of Economics, 34(4), 727–
754. 

Herber, S. P., Quis, J. S. and Heineck, G., (2017), “Does the Transition into Daylight Saving Time Affect Students’ 
Performance?”, Economics of Education Review, 61: 130–139.  

Hicks R.A., Lawrence-Davis J.R. and Guynes, S. M., (1980), “Change in the Classroom Deportment of Children Following 
Change from Daylight Saving Time”, Perceptual and Motor Skills, 51:101-2. 

Hicks, R.A., Lyndseth, K. and Hawkins, J., (1983), “Daylight-saving Time Changes Increase Traffic Accidents”, Perceptual 
and Motor Skills, 56 (1), 64–66. 

Huang, A. and Levinson, D., (2010), “The Effects of Daylight Saving Time on Vehicle Crashes in Minnesota”, Journal of 
Safety Research, 41: 513–520. 

Janszky, I., Ahnve, S., Ljung, R., Mukamal, K.J., Gautam, S., Wallentin, L. and Strenestrand, U., (2012), “Daylight Saving 
Time Shifts and the Incidence of Acute Myocardial Infarction”, Sleep Medicine, 13 (3), 237–242. 

Janszky, I., Ljung, R., (2008), “Shifts to and from Daylight Saving Time and Incidence of Myocardial Infarction”, New 
England Journal of Medicine, 359 (18), 1966–1968. 

Jennum, P., Ibsen, R., Avlund, K., Kjellberg, J., (2014), “”Health, Social and Economic Consequences of Hypersomnia: A 
Controlled National Study from a National Registry Evaluating the Societal Effect on Patients and Their Partners”, 
European. Journal of Health Economics, 15, 303–311. 

Jiddou, M.R., Pica, M., Boura, J., Qu, L. and Franklin, B.A., (2013), “Incidence of Myocardial Infarction with Shifts to and 
from Daylight Savings Time”, The American Journal of  Cardiology, 111 (5), 631–635. 

Jin, L. and Ziebarth, N. R. (2015), “Sleep and Human Capital: Evidence from Daylight Saving Time, Health, Econometrics 
and Data Group”, The University of York Working Paper, No: WP 15/27, 
http://www.york.ac.uk/economics/postgrad/herc/hedg/wps/ 

Hamilton, J. D., (1989), “A new approach to the economic analysis of nonstationary time series and the business cycle’, 
Econometrica, 57, 357-384. 

Huyuguzel, K., Gül, Ş. and Delıktas, E. (2015), “Labor Productivity Convergence or Divergence in Transition Countries 
Before and After The Collapse Of Soviet Union”, Ege Strategic Research Journal, 6 (2):1-15. 

Kaldor, N. (1966), Causes of the Slow Rate of Growth of the United Kingdom. Cambridge: Cambridge University Press. 

Kaldor, N. (1967), Strategic Factors in Economic Development. New York: Cornell University Press. 

Kamstra, M. J., Kramer, L. A., Levi, M. D., (2000), “Losing Sleep at the Market: the Daylight Saving Anomaly”, American 
Economic Review, 90, 1005–1011. 

Kantermann, T., Juda, M., Merrow, M., Roenneburg, T., (2007), “The Human Circadian Clock’s Seasonal Adjustment is 
Disrupted by Daylight Saving Time”, Current Biology, 17 (22), 1996–2000. 

Kapetanios, G., Shin, Y., Snell, A. (2003), “Testing for a unit root in the nonlinear STAR framework”, Journal of 
Econometrics, 12, 359–379. 

Karaalp-Orhan, H. S. (2016), Human Capital, Labor Productivity and Economic Growth: The Bounds and Causality Tests 
for Turkey, International Congress on Political, Economic and Social Sciences (ICPESS 2016), 24-26 August 2016, 
Istanbul. 

Korkmaz, S. and Korkmaz, O. (2017), “The Relationship between Labor Productivity and Economic Growth in OECD 
Countries”, International Journal of Economics and Finance, 9, 5, 71-76. 



[ GUSBEED ] Gümüşhane Üniversitesi Sosyal Bilimler Enstitüsü Elektronik Dergisi, Yıl: 2019 / Cilt: 10 / Sayı: 1 

30 
  

Korucu Gümüşoğlu, N. (2013), Modelling Nonlinearities in European Money Demand: An Application of Threshold 
Cointegration Model (Doctoral dissertation), Middle East Technical University, Ankara, Turkey.  

Kountouris, Y. and Remoundou, K. (2014), “About Time: Daylight Saving Time Transition and Individual Well-being”, 
Economics Letters, 122 (2014) 100–103 

Lahti, T., Nysten, E., Haukka, J., Sulander, P. and Partonen, T., (2010), “Daylight Saving Transitions and Road Traffic 
Accidents”, Journal of Environmental and Public Health.  

Lavoie, M. (2018), Production Functions, The Kaldor-Verdoorn Law and Methodology. In Philip Arestis (Ed.), Alternative 
Approaches in Macroeconomics Essays in Honour of John McCombie (pp. 303-331). Cambridge: Palgrave 
Macmillan. 

Leybourne, S. J., Newbold, P. and Vougas, D., (1998), “Unit roots and smooth transitions”, Journal of Time Series Analysis, 
19, 83–97. 

List, L. (2017), Does Output Influence Productivity? – A Meta-regression Analysis (Working paper), University of Paris 13. 

Magacho, G. R. (2017), “Structural Change and Economic Growth: Advances and Limitations of Kaldorian Growth Models”, 
PSL Quarterly review, 70 (279), 35-57. 

Mahmud, M. and Rashid, A. (2006), Labor Productivity and Economic Growth, What causes what: An Empirical Analysis, 
Journal of Management and Social Sciences, Vol. 2, No:1, (Spring 2006): 69-81. 

McCombie, J. (2002), Increasing Returns and the Verdoorn law from a Kaldorian perspective. In J. McCombie, M. Pugno, 
& B. Soro (Eds.), Productivity growth and economic performance: Essays on Verdoorn’s law (pp. 64–114). 
Basingstoke: Palgrave Macmillan. 

Milne J. (1911), The Daylight Saving (?) Bill, British Medical Journal, 1:1386. 

Mirza, F. M. and Bergland, O. (2011), “The Impact of Daylight Saving Time on Electricity Consumption: Evidence from 
Southern Norway and Sweden” Energy Policy, 39(6): 3558–3571. https://doi.org/10.1016/j.enpol.2011.03.057. 

Momani, M. A., Yatim, B., and Ali, M. A. M. (2009), “The Impact of the Daylight Saving Time on Electricity Consumption—
A Case Study from Jordan.” Energy Policy, 37(5): 2042–2051. https://doi.org/10.1016/j.enpol.2009.02.009. 

Monk, T.H., (1980), “Traffic Accident Increases as a Possible Indicant of Desynchronsis”, Cronobiologica, 7 (4), 527–529. 

Nakamura, K., Kaihatsu, S. and Yagi, T., (2018), “Productivity Improvement and Economic Growth”, Bank of Japan 
Working Paper Series, May, No.18-E-10, Tokyo, Japan. 

Neftçi, S. N. (1984), “Are Economic Time Series Asymmetric over the Business Cycle?”, Journal of Political Economy, 
University of Chicago Press, 92 (2), 307-328, April.  

Öcal, N. (2000), “Nonlinear Models for UK Macroeconomic Time Series”, Studies in Nonlinear Dynamics and 
Econometrics, 4(3), 123-135. 

Öcal, N. (2006), “Nonlinear Models, Composite Longer Leading Indicator and Forecasts for UK Real GDP”, Applied 
Economics, 38(9), 1049-1053.  

Panagiotidis, T. and Pelloni, G., (2007), “Nonlinearity in the Canadian and U.S. Labor Markets: Univariate and Multivariate 
Evidence From a Battery of Tests”, Macroeconomic Dynamics, 11(5), 613–637. doi:10.1017/S1365100507060245 

Pesaran, H.M., and Potter, S.M. (1997), “A Floor and Ceiling Model of US Output”, Journal of Economic Dynamics and 
Control, 21, 661-695. 

Potter, S. M., (1995), "A nonlinear approach to US GNP", Journal of Applied Econometrics, 10(2), 109-125. 
doi:10.1002/jae.3950100203 

Reincke, K.-J. and F. van den Broek (1999), Summer Time: Through Examination of the Implications of Summer-time 
Arrangements in the Member States of the European Union. Executive summary, Study conducted by Research 
voor Beleid International for the European Commission. Commission Europeenne, Leiden. 

Robb, D. and Barnes, T., (2018), “Accident Rates and the Impact of Daylight Saving Time Transitions”, Accident Analysis 
and Prevention, 111: 193–201. 

Schaffner, M., Sarkar, J., Torgler, B., Dulleck, U. (2018), “The Implications of Daylight Saving Time: A Quasi-natural 
Experiment on Cognitive Performance and Risk Taking Behavior”, Economic Modelling, 70: 390–400.  



[ GUSBEED ] Gümüşhane Üniversitesi Sosyal Bilimler Enstitüsü Elektronik Dergisi, Yıl: 2019 / Cilt: 10 / Sayı: 1 

31 
  

Sexton, Alison L. and Beatty, Timothy K.M., (2014), “Behavioral Responses to Daylight Savings Time”, Journal of 
Economic Behavior & Organization, 107: 290–307.  

Sollis, R., (2004), “Asymmetric Adjustment and Smooth Transitions: A Combination of Some Unit Root Tests”, Journal of 
Time Series Analysis, 25, 409–417. 

Sollis, R., (2009), “A simple unit root test against asymmetric STAR nonlinearity with an application to real exchange rates 
in Nordic countries”, Economic Modelling, 26, 118–125. 

Storm, S., and Naastepad, C. W. M., (2012), Macroeconomics Beyond the NAIRU, Cambridge, MA: Harvard University 
Press. 

Su, B., and Heshmati, A. (2011), Development and Sources of Labor Productivity in Chinese Provinces. IZA Discussion 
Paper (No 6263), 1-30. Retrieved from http://ftp.iza.org/dp6263.pdf30.  

Thirlwall, A. P. (2018), “John McCombie’s Contribution to the Applied Economics of Growth in a Closed and Open 
Economy”, In Philip Arestis (Ed.), Alternative Approaches in Macroeconomics Essays in Honour of John McCombie 
(pp. 23-57). Cambridge: Palgrave Macmillan. 

Tong, H. (1978), On a threshold model in patterns recognition and signal processing, ed. C.H. Chen, Amsterdam: 
Sijhoff&Noordhoff. 

Tong, H. (1983), Threshold Models in Nonlinear Time Series Analysis (Lecture notes in statistics No.21), New York: 
Springer-Verlag. 

Tsay R., (1989), “Testing and Modeling Threshold Autoregressive Processes”, Journal of the American Statistical 
Association, 84, 405, 231-240. 

Varughese, J., Allen, R.P., (2001), “Fatal Accidents Following Changes in Daylight Savings Time: the American 
Experience”, Sleep Medicine, 2 (1), 31–36. 

Verdejo, H., C. Becker, D. Echiburu, W. Escudero, and E. Fucks (2016), “Impact of Daylight Saving Time on the Chilean 
Residential Consumption.” Energy Policy, 88: 456–464. https://doi.org/10.1016/j.enpol.2015.10.051. 

Verdoorn P. J. (1949), On the Factors Determining the Growth of Labour Productivity, L’Industria. In McCombie JS, Pugno 
M, Soro B (Eds.) (2002) Productivity Growth and Economic Performance: Essays on Verdoorn's Law. Palgrave 
Macmillan UK. 

Wagner, D.T., Barnes, C.M., Lim, V.K.G. and Ferris, D.L., (2012), “Lost Sleep and Cyberloafing: Evidence from the 
Laboratory and a Daylight Saving Time Quasiexperiment”, Journal of Applied Psychology, 97 (5), 1068–1076. 

Young A. (1928), “Increasing Returns and Economic Progress”, Economic Journal, 38.  152, 527-542. 


