DOIL http:/ /dx.doi.org/10.18185/ eufbed.71224

93
EUFBED - Fen Bilimleri Enstitiisti Dergisi Cilt-Say1: 7-1 Yil: 2014 93-103

GECIKEN DEGISKENLI BIR SINIR DEGER PROBLEMININ
YAKLASIK COZUMU UZERINE

ON APPROXIMATE SOLUTION OF A BOUNDARY VALUE
PROBLEM WITH RETARDED ARGUMENT

Seda IGRET ARAZ" Arzu AYKUT?

Atattirk Universitesi, Fen Fakiiltesi, Matematik Boliimii, 25240, Erzurum
Atattirk Universitesi, Fen Fakiiltesi, Matematik Boliimii, 25240, Erzurum

Gelis Tarihi: 07 Kasim 2013 Kabul Tarihi: 24 Nisan 2014
OZET

Bu calismada geciken degiskenli bir sinir deger probleminin ¢6ziimii
icin basit ardisik yaklasiklar metodunu kullandik:
() +al®dx(t —o))=f@), 0=t =T) }
xt) =) Uy=e=<0), x(T) =xle) D<e<T)

Burada, M0=¢t=T) ve altl=0 flit) =0, el =0 0=t=T) ve
p(t), (1, =t = 0) bilinen stirekli fonksiyonlardur.

1)

Anahtar Kelimeler: Fredholm-Volterra integral denklemler, geciken
degiskenli diferansiyel denklemler, basit ardisik yaklasiklar metodu.

ABSTRACT

In this paper, we used ordinary successive approximation method
for the solution of a boundary value problem with retarded argument:

X'(t)+a(t)x(t—7(t))=f(t), (0O<t<T)

x()=e(t) (4 <t<0) x(T)=x(c) (0<c<T)

where (OStST) and a(t)ZO,f(t)ZO,Z’(t)ZO,(OStST) and

1)

(p(t) , (ﬂo <t< 0) are known continuous functions.

Key words:. Fredholm-Volterra integral equations, differential equation with
retarded argument, ordinary successive approximation method.

1. INTRODUCTION

Differential equations with retarded argument appeared as far
back as the eighteenth century in connection with the solution of the
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problem of Euler on the investigation of the general for of curves
similar to their own evolutes. However, until recently there were no
foundations of the general theory of differential equations with
retarded arguments; there was not even a precise formulation of
initial value problems. This was first done in the dissertation of
(Myskis, 1946).

A common method used for the analytical solution of the
boundary value problems is the integral equation method (Norkin,
1972; Mamedov, 1994). By this method, we obtain an integral
equation that is equivalent to the boundary value problem (1) and the
solution of the integral equation is equivalent to the solution of the
boundary value problem. The equivalent integral equation is usually
a Fredholm equation in the classical theory. In this study we obtain a
Fredholm-Volterra integral equation different from classical theory
for the problem (1).

The Fredholm operator included in the equivalent integral
equation is an operator with a degenerated kernel. We applied the
ordinary successive approximation method for problem (1). In this
study, this method was applied for the boundary value problems
with retarded argument. The problem (1) has been studied for

T(t) =0in (Memmedov ve Kacar, 1993), T(t) = constant in (Kagar ve

Memmedov, 1994). Furthermore, problem (1) has been studied with
varied boundary conditions (Aykut, 1995). It has been solved
ordinary and modified successive approximation method in (Aykut
ve Yildiz, 1998). Problem wused in dissertation of (Aykut, 1995)
solved with ordinary successive approximation method and then it
converted Padé series in (Celik vd., 2003). Similarly, it was solved
with the modified two sided approximations method and Padé
approximants in (Celik vd., 2003) and then it solved with the
modified successive approximations method and pade approximants
in (Celik vd., 2004). It was studied as comparation of ordinary and
modified successive approximation method in (Aykut, 2007). We also
investigated the solution of boundary value problem (1) for arbitrary

continuous function ¢ (t) under determined conditions.
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2. MATERIAL AND METHOD

2.1. An equivalent integral equation

In the problem (1), if we take A(t)=t—7(t)then t, €[0,T] is
a point located at the left side of T such that conditions
l(to) =0 and ﬂ,(t) <0,0<t<t, are satisfied,

where, 4, = minogtgtol(t). We assume that A(t) is a nondecreasing
function in the interval [t),T] and the equation l(t) =0 has a
differentiable continuous solution t = y(o) for arbitrary o € [0, l(t)].

It can be seen that if X (t) is a solution of the boundary value

problem (1) then X (t) is also the solution of the equation

T-s

()= () +4] = a(s)x(s-(5))os ] < a(s)x(s-(5)) s

' T—c -C

o

(2)

h'(t)= gp(O)—tiEa(s)x(s—r(s))ds
+tj% f (s)ds+_t[(t—s) f (s)ds

Let o =5—-7(S). Therefore Equation (2) can be written as follows:
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x*<t>=H<t>+th 7O oy (@) (o) (o)

where
1080+ [ (0ot (o)0e
I TNy (o)p(o)r ort0 @
-Jlr@aoto)y o
Let

(o) =~ a4 (0)7 (o),

T-c
K(t.o)=—t-r(o)a(r(o))r (o).

Therefore we write

A(T) A(c)
X (t)=H(t)+t I K, (o)X (o)do+t J. K,(o)x (o)do
0 0 5)
Q)

+ 2[ K(t,o)x (o)do

X(t)=H(t)+tF x+tF;x+V,X (6)

where,
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A(T) A(c)
Fix= .[ K.(o)x(o)do, Fix= I K,(o)x(o)do
0 0
are the Fredholm operator,
A(T)
V,x= J. K (t,O')X(O')dO'
0

is the Volterra operator. Equation (6) is a Fredholm-Volterra integral
equation and it is equivalent to the problem (1).

2.2. The ordinary successive approximation method

In this section we will show the existence and the uniqueness
of solution for the problem (1). However, we will also prove that the
solution of the problem (1) converges to the solution of the ordinary
successive approximations,

X, (t)= h(t)Jr/t[T)GC (t,}/(a))a(}/(c))}/' (0)%4(0)do n=(1,2,.)

for the arbitrary continuous function X, (t) 0<t<T

where

. ,0<s<t
G.(t,s)= a
9 HT=9)  feser
T-¢ '

is Green function. We will use the Fredholm integral equation in
order to show the existence and the uniqueness of solution for the
problem (1).

Lemma 1. We assume that E is a Banach space and A:E —>E a
contraction mapping. Then the equation

x= AX) ®)
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has a unique solution X* and the ordinary approximations {Xn}

which are defined by

X, =A(X4), (=1,2,..) o)

and these approximations converge to X  where the first
approximationis X, € E.

Proof. First of all we will show that {X } is well defined, that is

n
X, € E. By the hypothesis X, € E, we assume that X , € E. Since
X,, € E is defined in E than. From X, _, € E Equation (9) we can
write X, = A(Xn_l) € E . By induction it can be seen that X, € E for
n=1,2,... Now we will show that X, is a Cauchy sequence. Let us
write the inequality:

[Xea =% = [ACK ) = A )| < @%, =%, (10)

n+l

[0 =%, < %, =,

where
e =] < % = x|
for n=1. Similarly for n=2,3,4... we can write
[0 =%l < @™ % =
or
%2 =] < &% =
If we use Equation (10) than we obtain

n

||Xn+k — X, ” < (ak _1) aa—l

P = | (11)
Since a <1 we write

n—o |[Mn+k

lim, .. [ =%,/ =0
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Therefore,{X,} is a Cauchy sequence. Since E is a Banach space

*

lim X =X

n—oo “'n

from the Lipschitz condition we may write

HA(Xn_l)—A(x*)HSa

X —X H

and from Equation (9) we have X*:A(X*) as an goes to o .
Therefore, X is the solution of Equation (8).

Now we will prove that this solution is unique. Suppose that
Equation (9) has two solutions as X and Yy, ie. X =A(X) and
y = A(Y"). Then we can write

b= yl=[at)- A <af - v,
Since @ <1, we get X = y . Thus lemma is proved.

Theorem 1. Suppose that a= a(t) is a continuous function in the
interval 0<t<T and
T4
(=T Ja<1.

8(T —c)®

Therefore problem (1) has a unique solution and the approximation
(7) converge to the solution of the problem (1) and the speed of the
convergence is determined by

%, = X|| < "% —X|-

Proof. By using Lemma 1 we are going to show that

A(T)

Ax = I G, (t, y(a))a(y/(a))}/'(a)x(a)da

0

is a contraction mapping in C[0,T] . Suppose that
x(t),y(t)eC[0,T]. Then
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ty(0))a(r(0))x(e)-y(o)|dr (o)

<a

1 o'—."\

and
| Ax—Ay| < z]x-y]

Therefore we have just proved the existence and the uniqueness of
the solution. Now we are going to determine the convergence speed
of the solution. If we write

A(T)

W (0-x(0)< [t (o) a(r()

X1 (0)— X(U)‘ dy (o)

AT)
sa{ IGC(t,7 o))dy (o }”an d
0
< gnxn—l - X”
and n=12,3...
%, =X|| < £, = X|

then we get

o (O-x(0]<4 o]
where n=1,2,...
3. Findings

Example 1. Let us consider the boundary value problem:
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X (t)+tx(t—1«/t_j a4 2 33 g, (0<t<1)
2 2 2 12
X(t)=0 (-1/16<t<0), x(l)=x(%)

This equation can be written as the Fredholm-Volterra integral
equation

x(t)=2.872933230t — 2t* —0.1714285714t"* +0.2083333333t*
+0.1269841270t"* —0.1

V2 _ 2
+%I{3+40—1602+3+\2/?‘176800 }X(O')da (13)
: +160
e 1+ 40 —800°

— [ |1-40-160"+
8

0

N }X(G)da

t/2

(4t—1)+(48t—20)0 —800"

15
- 4t-1)+(16t-12)o —160° + x(o)d
16 l[( Jraz)o-ise J1+160 (o)do
Let
h(t) = 2.872933230t — 2t —0.1714285714t"'? +0.2083333333t"*
+0.1269841270t®? —0.1t°,
1 3+ 280 —800"
K, (o)==|3+40-160° +
(o) 8( e J1+160 j
1 1+ 40 —800?
K,(c)=-=|1-40-160" + — 22—
() 8( g J1+160 ]
4t 1)+ (48t — 20) o — 805"
K(to)=—— (4t—1)+(16t—12)a—1602+( )+ Jo=80
16 J1+160

and
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12 12214

F;XE!Kl(a)X(a)dO', Fix= I K,(o)x(o)do

t—Jt/2
V,x= J. K(t,o)x(o)do

0

Therefore, the integral equation (13) can be written as
X(t)=h(t)+tF x+tFx+V,x
and this equation is equivalent to problem (12). Some values of the

solution of this equation are obtained by using the ordinary
successive approximations of third which are given in Table 1, where

the first approximations is X, (t)=2.872933230t .

Table 1: Values at some point in the interval [0,1] .

t x(t) X (1) e(t)
0.00 0.000000 | 0.000428 | 0.000428
0.25 0.625000 | 0.625486 | 0.000486
0.50 1.000000 | 1.000451 | 0.000451
1.00 1.000000 | 0.957439 | 0.042561

X(ti) is the exact solution, X, (ti) is the ordinary successive

approximations of third. 8(ti) is error value of the ordinary

successive approximations of third.
4. CONCLUSIONS

The fundamental aim of this paper has been to construct an
approximation to the solution of differential equation with retarded
argument. To solve boundary value problem (1), we obtained an
integral equation that is equivalent to the boundary value problem
(1) . In this paper, we obtained a Fredholm-Volterra integral equation
for the problem (1). After we obtained integral equation, we used
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ordinary successive approximation method. With this method, we
found successive approximate solutions or problem (1). As is seen
from Table 1, values calculated for problem (1) are coincide with
exact solution. Our aim has been achieved by carrying out ordinary
successive approximation method. The computations associated with
the example mentioned above were carried out by using Maple.
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