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Abstract. Job dscheduling in cloud computing environment is one of the most important issues that must be 
considered by cloud computing service providers. Optimal job scheduling enables more efficient utilization of 
resources, which in turn leads to more customers satisfaction. Solution procedures to the problem of job scheduling in 
cloud computing environment have mainly focused on optimizing one quality criterion. In this paper, we propose a 
static solution procedure for the scheduling of jobs in cloud computing environment which is based on particle swarm 
optimization technique (PSO). Considering the virtual machine capabilities and having secured an appropriate 
method for request assignments, this solution procedure not only reduces the amount of memory needed, but 
minimizes the maximum job's makespan. The simulation results show that our proposed method reduces the 
maximum job makespan by a larger amount when compared to the other PSO based methods.  

Keywords: Processing in cloud environment, scheduling, Particle swarm optimization, Computational complexity 
_____________________________________________________________________________ 
 
1 INTRODUCTION AND BACKGROUND 

In recent years, cloud computing has taken the attention of computer scientists and 
information technologists. This is due to the significant advantages of cloud computing such as 
cost and efficiency of service. In cloud computing, the end user can avail of various services 
without investing in the underlying architecture. It includes the delivery of software, 
infrastructure, and storage over the Internet based on user demand. In fact, cloud computing 
makes computer infrastructure and services available to users "on-need" basis. 

Nearly two decades ago, storage and CPU was very expensive. With the advent of the PC, 
which brought mass storage and cheap CPUs, the file server gained in popularity as a way to 
enable document sharing and archiving. In the early 1990s, the idea of "the grid" began to take 
shape. At that time, the Internet had enough computers attached to it that motivated scientists to 
begin thinking about how they can connect those machines together to create a massive, shared 
pools of storage and compute power that would be larger than what any one company could 
possibly afford to provide. In grid computing, a system program divides and farms out pieces of 
the end user's computing request as one large system image to several thousand computers. The 
next stage of this evolvement is cloud computing which provides on-demand resource 
provisioning. In cloud computing environment a number of servers are provided in data centers 
to collectively satisfy the user’s demands. Should the need arises, the service providers may hire 
virtual machines from the cloud service providers to serve their customers and achieve the 
service level required. The challenge for the cloud service providers is to schedule the jobs such 
that the quality standards set by the service providers are met and the user’s needs are satisfied. 
In fact, scheduling in cloud computing environment concerns the optimal assignment of service 
requests to the available resources not violating the systems constraints.  

Scheduling algorithms are generally categorized as static and dynamic. In static scheduling 
algorithms, all the required information such as the number of jobs, the number of resources, the 
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processing times, etc must be known in advance. In contrast, in dynamic scheduling, resources 
are allocated as and when users require.  

The literature on scheduling jobs is relatively rich. In some research, where a single 
objective has been the focus of the research, the attempt has been to reduce the energy 
consumptions in data centers by allocation of appropriate virtual machines. In other reseach, 
multiple objectives have been considered [see e.g. 1,2]. Some studies have focused on reducing 
cost of utilization of the virtual machines [3,4]. Evolutionary algorithms such as particle swarm 
optimization [5-7] and ant colony [8,9] have been used to tackle the problem job scheduling in 
cloud computing environment. These studies have mainly focused on optimizing one criterion. 
In the present paper, we propose a new model which not only reduces the need for storage, but 
also minimizes the makespan of the longest job.  

The rest of the paper is organized as follows. In Section 2, particle swarm optimization is 
breifly reviewed. In Section 3, the proposed model is illustrated and its features are discussed. 
Section 4 contains the simulation results where the effectiveness and efficiency of the proposed 
model in comparison to other methods are discussed. Finally, in Section 5 some conclusions are 
drawn and new directions for research are suggested.  

 

2 PARTICLE SWARM OPTIMIZATION ALGORITHM 
 

Particle swarm optimization (PSO) as developed by Kennedy and Eberhart was motivated by 
the simulation of simplified social behaviour of animals [10]. It soon gained popularity as an 
optimization algorithm, because when compared to other evolutionary algorithms like genetic 
algorithm, it is easier to implement and there are fewer parameters to adjust. It has been applied 
successfully in many application areas, including function optimization, job scheduling, 
artificial neural network, etc. The basis of the PSO lies in a hypothesis that a solution to an 
optimization problem can be treated as a group of particles that move through a D-dimensional 
space, adjusting their movements in the search space according to their own experience and the 
experience of other particles in the group. To implement PSO for optimization purposes, each 
single solution is considered as a particle. All of the particles have fitness values, which are 
evaluated by the fitness function to be optimized, and have velocities that direct the movement 
of the particles. The particles move through the problem space by following the current 
optimum particles. In PSO, each particle is associated with three D-dimensional vectors. For the 
ith particle these vectors are: (a)  in the D-dimensional space, where 

 in which  and  are the lower and upper bounds of the th dimension 
respectively; (b)  the velocity which is clamped to a maximum velocity 

, provided by the user; and finally (c)  the best position 
of the particle in the D-dimensional space. The value of the objective function with regards to 
the best position of particle  is denoted by  . As the algorithm evolves, s and s are 
updated. In each iteration, if the current solution is better than the previous best solution, then 
the current solution replaces the previous best solution. The overal best position that particles 
have had up to the current iteration, is saved in . The value of the objective function with 
regards to  position of particle  is denoted by . Initially, the positions and the 
velocities of the particles are assigned randomally. Then, uring the execution of the algorithm, 
the positions and the velocities of the particles in iteration  are built from the positions and 
velocities of  the corresponding particles in iteration . Generally, to calculate the velocities and 
the positions of the particles in iteration  we use (2.1) and (2.2) respectively, as follows: 
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(2.1)  
 

 

(2.2)   
 
where  is the inertia weight,  and  are the acceleration coefficients, with  and 

. The random numbers  and , somehow provide a measure of diversity in the 
search space. Coefficients  and , respectively, are learning rates for individual ability 
(cognitive) and social influence (group). In other words, they represent weight of memory 
(position) a particle towards memory of the group (swarm).  

It is clear that to solve (1), three items of information is required, namely the previous 
position of the particle, the best position that the particle has experienced so far, and finally the 
best position that the swarm has experienced. In some variations of the PSO, equations (3.2) and 
(4.2) have been modified to: 

(3.2) 
 

 

(4.2)  
 
where  and  are vectors of random numbers in D-dimensional space , operator  is the 
tensor product.  

The steps of the standard  PSO algorithm can be summarized in pseudo code as in Fig. 1.  

For each particle 
{ 
 Initialize particle 
} 
Do until maximum iterations or minimum error criteria 
{ 
    For each particle 
    { 
        Calculate fitness value 
        If the fitness value is better than pBest 
        { 
            Set pBest = current fitness value 
        } 
        If pBest is better than gBest 
        { 
            Set gBest = pBest 
        } 
    }    
    For each particle 
    { 
        Calculate particle Velocity 
        Use gBest and Velocity to update particle Data 
    } 
} 

Figure 1. An overview of the particle swarm algorithm 

3 PROPOSED METHOD 
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The previously proposed algorithms for job scheduling in cloud computing environment 
such as [13-15] have not considered some of the influential factors. Some of these factors are as 
follows: 

• The issue of load balance between virtual machines has been ignored in previous 
studies. In the proposed method, through minimization of the longest job, we achieve 
a measure of load balance between machines.  

• In the PSO based optimum algorithm, computational power and storage have not been 
considered simultaniously. In the proposed method both the storage capacity together 
with the computattional capacity of virtual machines have been considered. 

Let  be the set of virtual machines that are used to host the users 
requests. Moreover, let  be the set of jobs that are to be executed on virtual 
machines. The length of the job with the largest makespan that the proposed algorithm is going 
to reduce it, is defined as follows: 

(5.3)  
 

where  is the largest makespan,   is the processing time of job  on machine .  

The solution procedure starts with a swarm containing some particles which is equal to 
number of tasks. Each particle is assigned a random position and a random velocity. Fig. 2 
shows the mapping of jobs to resources. For instance, Task 1 is assigned to Pc1, etc. 

 

Figure 2. Mapping of jobs to resources 

In the next stage of the solution procedure the value of fitness function with respect to each 
particle is evaluated as (6.3) 

(6.3)  
 

where  is the processing time of the set of jobs , on virtual machine ,  is the 
computational power relating the set of jobs , on virtual machine  and finally  is the 
amount of storage on virtual machine . 

In each iteration after evaluating the particles, the best value of the fitness function is stored in 
. In addition, the best positions of particles is saved in  . This process is repeated 

until one of the termination consditions occure. Then the particle with the best value is 
considered as the solution of the problem. In the sequel, HPSO refers to our proposed model. 

 
4 SIMULATION AND PROPOSED METHOD EVALUATION    
 

We implemented our proposed method on the Cloudsim simulator [16]. We have simulated a 
data center under cloud computing environment having 5 hosts with virtual capabilities. In fact, 
we have assumed that on host computers softwares such a Xen has been installed to share the 
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resources. All the simulation studies are performed on a system that have RAM=4 GB, CPU= 
core 2 Duo 2.53 Hz. Table 1 shows the machine characteristics that are used to evaluate HPSO. 
In Table 1, Mips is the number of instructions per processor (in millions), core shows the 
number of processors for each machine, RAM is the main memory and storage is the secondary 
memory. 

To tune the PSO, an extensive experiments were carried out to determine the appropriate 
values of the parameters. These are as follows: umber of particles in the swarm: 10; number of 
iterations: 100; learning rate with regards to individual ability: 1.49445; and finally learning rate 
with regards to social influence: 1.49445. 

Table 1. Characteristics of the machines used to evaluate HPSO 

CPU (Mips) Core RAM (MB) Storage (Bs) Band-Width (MB/s) 
27079 2 2048 1048576 102400 

177730 6 1024 1048576 102400 
27079 2 2048 1048576 102400 
12089 4 1024 1048576 102400 

177730 6 1024 1048576 102400 

  
Considering 40 virtual machines with different capabilities, we have compared the 

performance of the HPSO with the optimum PSO based algorithm based on the longest 
makespan of the jobs. Figure 3 Show the results. Keeping the number of machines fixed at 40, 
we have varied the number of requests from 100 to 600. As it can be seen from Fig. 3 
irrespective of the number of requests, the makespan of the longest job in HPSO has always 
been smaller than those obtained by the optimum PSO based algortihm.   

 

Figure 3. The makespan of the longest job in HPSO vs the optimum PSO based algortihm. 

 
To compare the processing times of the HPSO with those of the optimum PSO based 

algortihm, we have carried out more experiments with settings as depicted in Table 2. 

Table 2. Host Parameters. 

Host ID CPU Mips Core RAM (GB) Storage (TB) Band-Width 
Host-1 27079 2 2 1 10 GB/s 
Host-2 177730 6 1 1 10 GB/s 
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We assume that there are  virtual machines with time shared scheduling [16] in the 
data center which have characteristics as Table 3.    

Table 3. VM Parameters. 

VM CPU Mips Core RAM (MB) Storage (GB) Band-Width 
VMs 9726 1 512 10 1 GB/s 

To compare the performance of the HPSO with the optimum PSO based algortihm with 
regards to the computational power and the utilized memory, we assumed that there are 89 
requests. Furthermore, to analyse the effect of the number of virtual machines on the results we 
considered three levels of resources, i.e. 4, 6 and 10 resources, respectively. The results are 
depicted in Table 4. As it can be seen, under fixed number of requests and irrespective of the 
number of resources that are assigned, the longest job processing time under HPSO is always 
less than those obtained by the optimum PSO based algortihm. In fact the percentage of 
improvement ranges from 8.6% to 11.3%. 

Table 4. Simulation results. 

No. of requests No. of resources HPSO PSO % Improvement 
89 4 40.43 44.24 8.6 
89 8 22.32 25.12 11.1 
89 10 17.65 19.89 11.3 

 

The performance of these two algorithms are also shown in Figure 4. In Fig. 4 the time is 
dispalyed as a function of number of virtual machines. As it can be seen, the HPSO’s 
performance outperforms that of the optimum PSO based algortihm.  

 

Figure 4. HPSO’s performance vs the optimum PSO based algortihm’s performance. 

 

5. CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH 

Scheduling jobs in cloud computing environment has attracted a lot of attention in recent 
years. In this paper, we proposed a new algorithm to schedule jobs in cloud computing 
environment coupled with some heuristics. The coupling of heuristics into the algorithm, causes 
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the PSO to search a a smaller space and by keeping the promising areas, not only increases the 
processing speed, but also generates acceptable solutions. All the simulated results carried out in 
Clousim environment shows the superiority of the proposed algorithm when compared to the 
optimum PSO based algortihm with respect to the processing time required to schedule the jobs 
and also to reduce the makespan of the longest job.  

Recently, it has been shown that the hybrid heuristic algorithms produce better results than each 
of the heuristics individually. Hence, we suggest to implement our proposed algorithm with 
hybrid heurristics. 
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