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Abstract 

This paper presents the design and implementation of area and power efficient reconfigurable 

finite impulse response (FIR) filter. We present a method for designing a reconfigurable filter 

with low binary complexity coefficients (LBCC) and thus to optimize the filter while satisfying 

the design specifications. The total number of non zero binary bits is taken as a measure of the 

binary complexity (BC) of a coefficient. We propose two implementation architectures namely 

signed-magnitude architecture (SMA) and signed-decimal architecture (SDA) which are based 

on 3-bit binary common sub expression elimination (BCSE) algorithm and vertical horizontal 

BCSE (VHBCSE) algorithm respectively. SMA and SDA reduce the redundant computations of 

the coefficient multiplications in the filter. The proposed filters are synthesized on tsmc 65nm 

CMOS technology. The synthesis results show that the proposed filters are area and power 

efficient when compared with the existing ones. 
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1. INTRODUCTION 

 

Finite impulse response (FIR) filters are most commonly used in applications like channelization, channel 

equalization and pulse shaping because of their powerful design methods, ease of implementations, 

underlying stability and linear-phase properties. With increasing demand in mobile systems, low power and 

high speed implementation of FIR filters is emerged as an imperative requirement. With rapid 

developments in the field of software defined radio (SDR) [1-5] technology, realization of reconfigurable 

FIR filters has been focused. Flexibility obtained through reconfigurable digital filters which occupied the 

position of analog signal processing systems, enabled SDR [1-5] to support multiple wireless 

communication standards. Each communication standard supported by SDR [1-5] has a distinct filter 

described by a unique coefficient set. When the SDR [1-5] system changes its mode of operation to a 

different standard, the coefficient set corresponding to that standard need to be loaded. Hence the 

reconfigurable FIR filter whose coefficients change dynamically plays a paramount role in SDR [1-5] 

systems and thus low power and high throughput realization of reconfigurable filters is the current area of 

interest. 

 

Many researchers have focused on implementing reconfigurable FIR filters with low power, low area and 

high speed. A canonic signed digit (CSD) [6-8] based digit reconfigurable FIR filter architecture is 

introduced in [9]. Here, the authors focused on reducing the complexity of the FIR filter by reducing the 

precision of the coefficients while ensuring no changes in the performance. But this architecture consumed 

more power and utilized more hardware for its realization. Tang et al.,  [10] presented a high speed 

programmable CSD [6-8] based FIR filter. This architecture is comprised of booth encoding scheme, 

Wallace adder tree and carry look-ahead adder. It offered high speed while consuming more power. The 

authors in [11] presented filtering operation as vector scaling operation. The concept is to pre-evaluate the 

values such as x, 3x, 5x, 7x, 9x, 11x, 13x and 15x where x is the input and thereafter reuse these pre-
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evaluations effectively using multiplexers. The presence of multiplexers facilitates the reconfigurability 

[11]. The method proposed in [11] was modified in [12] where a new carry-save adder and conditional 

capture flip-flops were used to improve the power and performance. The architectures [9-12] were effective 

only for lower order filters. 

 

Multiple constant multiplications (MCM) [13-14] based methods which were suitable for implementation 

of both lower order and higher order filters were discussed in [15-17]. MCM [13-14] involve multiplications 

of one variable with many constants. The authors in [15] used 3-bit binary common sub expression (BCSE) 

algorithm to implement the reconfigurable filters. BCSE algorithm reused the frequent binary common sub 

expressions (BCSs) to eliminate redundant computations in coefficient multiplications and thus it helped 

to implement the efficient reconfigurable filters. I. Hatai et al., in [16], further improved the reconfigurable 

filter by considering 2-bit BCSE algorithm which eliminated the redundant adder presented in coefficient 

multiplications. The reconfigurable filter was further improved in [17] by vertical horizontal BCSE 

(VHBCSE) algorithm which eliminates the redundant computations within the coefficients as well as 

among the adjacent coefficients. 

 

In [15-17], the filters are designed using Parks-McClellan algorithm (firpm command in MATLAB) and 

implemented using shift-add architectures. The methodologies of the filters in [15] and [17] are shown in 

Figure 1. The authors focused on optimizing the reconfigurable filters using sub expression elimination 

algorithm based architectures. They did not focus on the optimization that can be achieved in filter design 

phase.  

 

In the present work, we investigate a method which optimizes the filter in design phase. The methodology 

of the proposed filter is shown in Figure 2. It is initiated by the design of a nominal filter for given 

specifications followed by greedy randomized heuristic [18] which updates the coefficients of the nominal 

filter consecutively in random manner for filter design with low binary complexity coefficients (LBCC). 

The heuristic runs for several times. The best results i.e., coefficients with much smaller binary complexities 

is taken as final filter design. It completes the design of the proposed filter. Thereafter proposed filter is 

implemented with 3-bit BCSE and VHBCSE architectures of [15] and [17]. The difference between the 

proposed filter and filters in [15] and [17] majorly lies in design process. 

 

The two reconfigurable filter architectures proposed in the present work are signed-magnitude architecture 

(SMA) and signed-decimal architecture (SDA). SMA supports signed-magnitude representation where as 

SDA supports signed-decimal representation. 

 

The organization of the paper is as follows. Section 2 presents the proposed design of the reconfigurable 

FIR filter with LBCC. The proposed implementation architectures are explained in Section 3. Simulation 

and synthesis results are discussed in Section 4. Section 5 explains the conclusion.  

 

2. PROPOSED DESIGN OF THE RECONFIGURABLE FIR FILTER WITH LBCC 

 

Let us consider the design of a FIR filter for given specifications such as pass band frequency (ωp), stop 

band frequency (ωs), pass band ripple and stop band attenuation. A filter design is described by its 

coefficient vector θ which is a vector of q real coefficients i.e., 
qR . 

 

The aim of the proposed design is to determine the coefficient vector θ with lowest binary complexity (BC) 

while satisfying the given specifications. 

 

The BC of a coefficient vector θ is defined as the total number of non zero bits in its coefficients and it is 

measured by the function [18] R qR :   
 

  )(
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ibinbin                                                                                                                                              (1) 
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Where )( ibin   
provides, the BC of the ith coefficient of the coefficient vector θ and is given by 





V

Ui

iibin b)(
                                                                                                                                           (2)                                                                                                                                       

 

 

Where U and V are non negative integers and bi are the bits in the binary expansion of θi. U + 1 and V give 

the number of bits in integer and fractional parts of the binary expansion of θi respectively. 
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Figure 1. Methodology of filters in [15] and [17] 
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Figure 2. Methodology of proposed filter 
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2.1. Design Procedure 

 

Initially a nominal filter described by its coefficient vector 
q

nom R is formed. The coefficients of the 

nominal filter are obtained using convex optimization [19] while maximizing stop band attenuation 

corresponding to the maximum pass band ripple. Thereafter greedy randomized heuristic [18] is used to 

determine θ with least BC from θnom. It starts by taking the coefficients of the nominal filter. It is formulated 

into passes and in each pass the individual coefficients are greedily truncated sequentially in random order 

for low binary complexity. The heuristic stops when the coefficient vector θ does not alter around one pass. 

As this algorithm is random and can be converged differently in different runs, it is repeated for many times 

and the coefficient vector θ with least BC is taken as final filter design. 

 

Let us consider the design of a low-pass filter of length 31 with passband, stopband, maximum passband 

ripple and minimum stopband attenuation given by [0, 0.2π], [0.3π, π], ±0.2dB and 28dB respectively. The 

coefficients of the nominal filter are obtained using convex optimization [19] by maximizing the minimum 

stop band attenuation corresponding to the maximum pass band ripple of ±0.17dB. 

 

V=16 fractional bits are used to represent the coefficients. The BC of the nominal filter is  nombin   = 

171. The greedy randomized heuristic [18] runs for 100 times. The best result of complexity  bin  = 

107 is the proposed filter design. It is about 3.45 non zero bits per coefficient. 

 

In this way, specifications of the multiple communication standards supported by reconfigurable filter are 

individually designed for low complexity. 

 

We designed FIR filters of taps 17, 19 and 31, each with four different specifications. We use three different 

coefficient lengths for the simulations. The results are tabulated from Table 1 through Table 5. 

 

Table 1 shows that for a 19-tap filter with coefficient length of 16 bits, the proposed filter design offers an 

average reduction of 46.92% in BC over [15]. In a similar way, from Table 2, it can be observed that the 

proposed design of 31-tap filter with coefficient length of 16 bits allows average reduction of 48% in BC 

when compared to [15]. Table 3 provides simulation results of 31-tap filter with 8 bit coefficient precision 

in comparison to [15]. From Table 3, it is evident that the BC of the proposed design is 18.65% less than 

that of [15]. From the Tables 2 and 3, we can notice that the average reduction in BC is decreasing with the 

coefficient precision. 

 

Table 1. Results of 19-tap filter design with coefficient precision of 16 

Pass band frequency (ωp), 

Stop band frequency (ωs) 

Filter design 

BC [15] 

Nominal filter 

BC 

Proposed filter 

BC 

%Reduction in 

BC 

ωp = 0.1π, ωs = 0.12π 128 142 48 62.50 

ωp = 0.15π, ωs = 0.2π 128 120 84 34.38 

ωp = 0.2π, ωs = 0.22π 125 127 69 44.80 

ωp = 0.2π, ωs = 0.3π 137 114 74 45.98 
 Avg = 46.92 

  

Table 2. Results of 31-tap filter design with coefficient precision of 16 

Pass band frequency (ωp), 

Stop band frequency (ωs) 

Filter design 

BC [15] 

Nominal filter 

BC 

Proposed filter 

BC 

%Reduction in 

BC 

ωp = 0.1π, ωs = 0.12π 180 185 89 50.55 

ωp = 0.15π, ωs = 0.2π 168 197 83 50.59 

ωp = 0.2π, ωs = 0.22π 194 207 91 53.09 

ωp = 0.2π, ωs = 0.3π 172 171 107 37.79 
 Avg = 48.01 
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Similarly the results in Table 4 demonstrates that the proposed design of 17-tap filter with coefficient 

precision of 10 bits provides the average reduction in the BC by 29.62% when compared with [15]. 

 

From the results, it is noticed that the binary complexities (BCs) of the proposed design are much smaller 

than that of [15]. As the implementation of the filters with smaller BCs consume less power and occupies 

less area than the filters with higher BCs, the proposed filter implementations consumes less power and 

smaller area during high level synthesis when compared to [15]. 

 

Table 3. Results of 31-tap filter design with coefficient precision of 8 

Pass band frequency (ωp), 

Stop band frequency (ωs) 

Filter design 

BC [15] 

Nominal filter 

BC 

Proposed filter 

BC 

%Reduction in 

BC 

ωp = 0.1π, ωs = 0.12π 63 65 51 19.04 

ωp = 0.15π, ωs = 0.2π 57 66 46 19.29 

ωp = 0.2π, ωs = 0.22π 80 78 59 26.25 

ωp = 0.2π, ωs = 0.3π 50 45 45 10.00 
 Avg = 18.65 

 

Table 4. Results of 17-tap filter design with coefficient precision of 10 

Pass band frequency (ωp), 

Stop band frequency (ωs) 

Filter design 

BC [15] 

Nominal filter 

BC 

Proposed filter 

BC 

%Reduction in 

BC 

ωp = 0.1π, ωs = 0.12π 72 68 40 44.44 

ωp = 0.15π, ωs = 0.2π 61 64 44 27.86 

ωp = 0.2π, ωs = 0.22π 66 63 43 34.84 

ωp = 0.2π, ωs = 0.3π 53 65 47 11.32 
 Avg = 29.62 

 

The results also demonstrate that higher reductions in BCs are possible for higher coefficient lengths. Hence 

the proposed design is more effective for the implementation of filters with higher coefficient lengths. It 

can be seen with the synthesis results in the next section. 

 

The resulting low complexity coefficient vectors from the proposed design are placed in the look up tables 

(LUTs) of the proposed architectures to perform the required filtering operation. 

 

3. PROPOSED RECONFIGURABLE FILTER ARCHITECTURES 

 

Here we propose a reconfigurable filter architecture that supports n communication standards as shown in 

Figure 3. The traditional transposed form FIR filter is application specific where coefficient set is fixed. To 

achieve reconfigurability, the coefficient set of the filter should be changed depending upon the selection 

of a specific standard. The selection of a given standard and dynamic loading of corresponding coefficient 

set from LUTs is enabled by a mode select input M_sel of length 𝑗 = ⌈log2 𝑛⌉. We use a coefficient 

segmentation procedure to select the coefficients to be stored in each LUT. 

 

3.1. Coefficient Segmentation 

 

In order to do the coefficient segmentation, a matrix K of size n×m is formed where n is the number of 

standards and m is the filter length. The matrix is arranged such that each row contains the coefficient set 

of one specification. The matrix is given below. 
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The columns of a matrix K are reversed with the help of Exchange matrix E. In order to do this, the matrix 

K in Equation (3) is multiplied with the Exchange matrix E of size m×m. The resulting matrix P is known 

as the coefficient segmentation matrix and is given by 

 





























1,1,,
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mm
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                                                                                                          (4)

 

 

Where C1,1, C1,2, C1,3,……., C1,k,……C1,m indicates the coefficients of the first standard, C2,1, C2,2, C2,3, 

……. , C2,k,…….C2,m indicates the second standard coefficients and so on. Each column is split into one 

segment. Thus the total matrix is split into m segments. Each segment is a column matrix of size 1n . The 

coefficients in jth segment of coefficient segmentation matrix will be stored in jth LUT of the proposed filter. 

 

Shift-add unit (SAU) is used to generate partial products of the multiplication and processing element (PE) 

is used to perform the multiplication operation with the help of SAU. PE - i performs ith coefficient 

multiplication with the help of ith LUT and SAU. 

 

The architectures of the SAU and PE which are different for proposed SMA and SDA are explained below. 

 

Shift and add 
unit

PE1

D +

PE2

LUT1 LUT2

PE3

+D

PE - n

+

LUT3 LUT - n-

y

x

M_sel  
Figure 3. Proposed reconfigurable FIR filter architecture 

 

3.2. Architecture of SMA 

 

SMA employs 3-bit BCSE [15] algorithm while computing the coefficient multiplications. The algorithm 

reuses the frequent 3-bit BCSs to remove redundant computations in coefficient multiplications. Signed-

magnitude format is used for both inputs and coefficients. The coefficients in LUT are split into 3-bit groups 

and given as selection lines to the multiplexers in PE. The architecture of PE is shown in Figure 4. 

 

Coefficient precision is considered as 16 bits. Each 16-bit coefficient ]0:15[ h  is stored as 17-bit coefficient 

]0:16[ h in LUTs where MSB bit represents the sign bit and the remaining 16-bits represent the magnitude 

bits. Each coefficient except MSB is divided into five three bit groups and one 1-bit group. The first five 

three bit groups are given as selection lines to the five 8×1 multiplexers (M1-M5) and the remaining bit 
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forms the selection line to the 2×1 multiplexer (M6). These multiplexers provide the appropriate BCSs from 

SAU depending on coefficient binary value. 

 

SAU shown in Figure 5 computes the 3-bit BCSs of the coefficient multiplication with single input variable 

x and is given by [0 0 1] = C1 = 2-2x, [0 1 0] = C2 = 2-1x, [0 1 1] = C3 = 2-1x+2-2x, [1 0 0] = C4 = x, [1 0 1] = 

C5 = x+2-2x, [1 1 0] = C6 = x+2-1x and [1 1 1] = C7 = x+2-1x+2-2x. 

 

Shift-add 

unit

-

>>3
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+

+

LUT
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r7 r8

r10

r11

+ + +

+

Output to 

structural adder

>>6 r9

h(16)-h(0)

 
Figure 4. PE architecture of SMA [15] 

 

Adders are represented with Σ operators and shifters are represented with shift operators (≫) along with 

their shifting values. Shifters provide the required shifts to the intermediate terms and adders add the 

intermediate terms to produce multiplication output. Two input multiplexer (M7) provides the true value 

or complemented value of output depending on the sign bit ℎ [16] . 
 

The following example describes the operation of the multiplication. 

 

Let us consider a coefficient h = 0.11111111.  The output y is given by 

 

xxxxxxxxhxy 8765432-1 22222222  
                                                          (5)
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Considering 3-bit BCSs from most significant bit (MSB) of Eq. (5), y can be rewritten as 

 

))2(2)22(222(2 16213211 xxxxxxxxy                                                                 (6) 

 

+

+

x

x+2
-1

x  (C6)

2
-1

x+2
-2

x (C3)

2
-1

x (C2)

x+2
-1

x+2
-2

x (C7)

x+2
-2

x  (C5)

2
-2

x (C1)

x (C4)

>>1

>>2

>>1

+

 
Figure 5. SAU architecture of SMA 

 

The intermediate terms xxxxx 121 2 , 22    in Equation (6) which are generated from the SAU, can 

be obtained by two 8×1 multiplexers and one 4×1 multiplexer. Shifters provide the required shifts of 2-1, 

2-3 and 2-6 to the intermediate terms and adders add the intermediate terms to produce the output y. 

 

3.3. Architecture of SDA 

 

SDA utilizes VHBCSE [17] algorithm which is a combination of horizontal BCSE (HBCSE) and vertical 

BCSE (VBCSE) to compute coefficient multiplications. VHBCSE [17] employs 2-bit VBCSE algorithm 

to eliminate redundant computations on adjacent coefficients followed by 4-bit and 8-bit HBCSE 

algorithms to eliminate redundant computations within the coefficients. 

 

Architecture of PE is presented in Figure 6. The structure is shown for inputs and coefficients of 16-bit 

precision. PE gets the inputs from SAU shown in Figure 7. SAU generates the partial products of the shift-

add based 16-bit coefficient multiplication while considering 2-bit BCSs 00, 01, 10 and 11. All the BCSs 

00, 01, 10 and 11 can be realized with a single adder as BCS 11 alone needs an adder for its realization. 

Hence the partial products corresponding to 11 in coefficient multiplication are generated in SAU. These 

products will be added in further steps in PE to produce the final multiplication output.  

 

Sign conversion block in Figure 8 changes the format of the coefficients in LUTs from sign-magnitude 

format to sign-decimal format (one’s complement). It accommodates one’s complement circuit to invert 

the coefficient 0]:[15 M except MSB [16] M . Two input multiplexer provides the multiplexed coefficient 

0]:[15 mM   depending on the sign bit which is either the true value or one’s complemented value of the 

coefficient. The multiplexed coefficient 0]:[15 mM  is split into four bit groups ( 12]:[15 mM , 8]:[11 mM , 

4]:[7 mM , 0]:[3 mM ) and  eight bit groups  ( 8]:[15 mM , 0]:[7 mM ). These four and eight bit groups are 

given as inputs to the control logic generator. Control logic generator checks the equality of four, eight 

groups and provides 7 control signals as shown in Figure 9. These control signals control the addition 

operations at layer 2 and layer 3. 
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The coefficients are split into 2 bit groups and given as selection lines to the multiplexer. Since the 

coefficient length is 16, eight multiplexers are used at layer 1 as depicted in Figure 6 to produce the eight 

correct partial products r0-r7 according to the coefficient binary value. At layer 2, as shown in Figure 10, 

four adders are used to add the eight partial products. Controlled additions are performed depending on the 

control signals CL1-CL6 which are generated by 4-bit BCSE algorithms. In controlled additions, the 

addition operation is performed if the control signal is 0 otherwise the shifted version of other addition is 

taken as the result. The four intermediate sums r8-r11 are added as shown in Figure 11 with the help of two 

adders in layer 3. Controlled addition is performed based on control signal CL7 which is generated by 8-bit 

BCSE algorithm. In layer 4, two outputs r12 and r13 from layer 3 is added and followed by one right shift 

operation to form the output y1. Depending on the sign bit, the output is taken as y1 or two’s complemented 

version of y1. 
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Figure 6. PE architecture of SDA [17] 
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Figure 9. Control logic generator  

 

4. SIMULATION AND SYNTHESIS RESULTS 

 

We have implemented low pass reconfigurable FIR filters of taps 19, 31 and 17 along with coefficient 

precisions 16-bit, 8-bit and 10-bit respectively with the following specifications. 

 

 ωp=0.1π,   ωs=0.12π 

 ωp=0.15π, ωs=0.2π 
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 ωp=0.2π,   ωs=0.22π  

 ωp=0.2π,   ωs=0.3π  

Initially we designed the nominal filter by maximizing the stop band attenuation corresponding to the 

maximum pass band ripple and after getting suitable coefficients from initial design process, we used 

Greedy randomized heuristic [18] to determine the low complexity coefficients from the initial coefficients. 

The low complexity coefficients obtained from the second design phase are utilized to implement the filters. 
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Figure 11. Addition at layer – 3 

 

We simulated the proposed architectures SMA and SDA using Modelsim and synthesized with Synopsys 

65nm CMOS technology. As the area, power and speed values of the synthesis results depend on filter 

coefficients, they vary for each specification. Hence we tabulated the average values. For fair comparison, 

we also synthesized Binary constant shifts method (BCSM) of [15] and VHBCSE of [17]. Then, all the 

proposed SMA and SDA structures are compared with [15] and [17] respectively. 



505 Baboji KILLADI, Sridevi SRIADIBHATLA/ GU J Sci, 32(2): 494-507 (2019) 

 

 

Table 5 shows that the synthesis results of 19-tap, 16-bit coefficient length FIR filter. The results indicate 

that SMA offers 23.27% reduction in area and 33.92% reduction in dynamic power over [15]. Similarly the 

SMA offers reductions of 3.74% and 5.08% in area and power respectively while designing 31-tap, 8-bit 

coefficient length FIR filter over [15] and the results are shown in Table 6. The results in Table 7 shows 

that the proposed SMA consumes 14.34% less dynamic power over [15] with 10.19%  reduction in area for  

17-tap filter with coefficient precision of 10 bits. 

 

Table 5. Synthesis results of proposed 19-tap SMA with 16-bit coefficient precision & 8-bit input 

precision 

Parameters BCSM [15] 
Proposed 

SMA 

%improvement 

over [15] 

Area (um2) 25176.400 19316.400 23.27 

Data required time (ns) 2.4 2.4 0.00 

Dynamic power (mW) 5.637 3.725 33.92 

 

Table 6. Synthesis results of proposed 31-tap SMA with 8-bit coefficient precision & 8-bit input precision 

Parameters BCSM [15] 
Proposed 

SMA 

%improvement 

over [15] 

Area (um2) 21369.200 20570.800 3.74 

Data required time (ns) 2.4 2.39 0.004 

Dynamic power (mW) 3.999 3.796 5.08 

 

Table 7. Synthesis results of proposed 17-tap SMA with 10-bit coefficient precision & 8-bit input 

precision 

Parameters BCSM [15] 
Proposed 

SMA 

%improvement 

over [15] 

Area (um2) 14816.000 13306.800 10.19 

Data required time (ns) 2.4 2.4 0.00 

Dynamic power (mW) 3.082 2.640 14.34 

 

Table 8 demonstrates the synthesis results of 19-tap filter with coefficient precision of 16 bits. It can be 

seen from Table 8 that the SDA has 4.21% reduction in area and 14.00% reduction in dynamic power over 

VHBCSE respectively over [17]. From Table 9, it can be seen that the SDA provides 23.39% subdual in 

required area overhead and 30.55% minimization in Dynamic power consumption respectively over [17] 

for a filter of 17-taps with 10-bit coefficient length. 

 

Table 8. Synthesis results of proposed 19-tap SDA with 16-bit coefficient precision & 16-bit input 

precision 

Parameters 
VHBCSE 

[17] 

Proposed 

SDA 

%improvement 

over [17] 

Area (um2) 31530.000 30203.200 4.21 

Data required time (ns) 3.00 3.00 0.00 

Dynamic power (mW) 6.827 5.871 14.00 

 

Table 9. Synthesis results of proposed 17-tap SDA with 10-bit coefficient precision & 16-bit input 

precision 

Parameters 
VHBCSE 

[17] 

Proposed 

SDA 

%improvement 

over [17] 

Area (um2) 26712.000 20464.800 23.39 

Data required time (ns) 2.6 2.58 0.007 

Dynamic power (mW) 6.166 4.282 30.55 

 

From the results, it is evident that the proposed filters outperform the existing ones. 
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5. CONCLUSION 

 

This paper presented the design and implementation of area and power efficient reconfigurable FIR filter. 

A methodology for designing filters with low binary complexity coefficients is introduced. Results of filter 

design with different specifications showed that the proposed method returns optimized filter designs with 

much reduced binary complexities. It is evident from the results that the efficiency of the algorithm 

increases with precision of the coefficients. We proposed two reconfigurable architectures namely SMA 

and SDA for efficient implementation of the filters. We synthesized the proposed filter on tsmc 65nm 

CMOS technology using Synopsys Design compiler. SMA offered up to 24% reduction in area and 33.91% 

reduction in dynamic power consumption respectively over those of BCSM. SDA provided a maximum 

minimization of 25.92% in area and 30.55% in dynamic power consumption as compared to VHBCSE.  

From the synthesis results, it can be concluded that the proposed reconfigurable filters are area and power 

efficient which made them suitable for SDR systems. 
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