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ABSTRACT In this study, the purpose is to compare factor retention methods under simulation conditions. For this
purpose, simulations conditions with a number of factors (1, 2 [simple]), sample sizes (250, 1.000, and
3.000), number of items (20, 30), average factor loading (0.50, 0.70), and correlation matrix (Pearson
Product Moment [PPM] and Tetrachoric) were investigated. For each condition, 1.000 replications were
conducted. Under the scope of this research, performances of the Parallel Analysis, Minimum Average
Partial, DETECT, Optimal Coordinate, and Acceleration Factor methods were compared by means of
the percentage of correct estimates, and mean difference values. The results of this study indicated that
MAP analysis, as applied to both tetrachoric and PPM correlation matrices, demonstrated the best
performance. PA showed a good performance with the PPM correlation matrix, however, in smaller
samples, the performance of the tetrachoric correlation matrix decreased. The Acceleration Factor
method proposed one factor for all simulation conditions. For unidimensional constructs, the DETECT
method was affected by both the sample size and average factor loading.
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Faktor sayisim1 belirleme yontemlerinin karsilastirilmasi: Bir
simiilasyon ¢alismasi

0Z Bu arastirmada faktor saymn belirlenmesi amaciyla gelistirilen yontemlerin simiilasyon kosullar:
altinda karsilastirilmasi amaglanmistir. Bu amag igin faktor sayist (1, 2 [basit]), drneklem biiyiikligii
(250, 1000 ve 3000), madde sayist (20, 30), ortalama faktdr yiikii (0.50, 0.70) ve kullanilan korelasyon
matrisi (Pearson Momentler Carpimi [PPM] ve Tetrakorik) simiilasyon kosulu olarak aragtirilmistir. Her
bir kosul i¢in 1000 replikasyon yapilmis ve tiretilen 24000 veri seti icin PPM ve tetrakorik korelasyon
matrisi lizerinden analizler gerceklestirilmistir. Arastirma kapsaminda Paralel Analiz, Kismi
Korelasyonlarin En Kiiciigii, DETECT, Optimal Koordinat ve Ivmelenme Faktorii yontemlerinin
performanslari dogru kestirim ytizdesi ve ortalama fark degerleri tizerinden karsilagtirilmigtir. Arastirma
sonucunda hem tetrakorik hem de PPM korelasyon matrisiyle yiiriitiilen MAP analizi en iyi performansi
gostermistir. PA da PPM korelasyon matrisiyle iyi performans gostermis ancak kiiciik 6rneklemde
tetrakorik korelasyon matrisiyle performans: diismiistir. DETECT yontemi tek boyutlu yapilarda
orneklem biiyiikliigii ve ortalama faktor yiikiinden etkilenmistir.

Anahtar  A¢imlayici faktor analizi, Faktor sayisini belirleme, Paralel analiz, Kismi korelasyonlarin en kiigiigii,
Kelimeler: DETECT
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INTRODUCTION

When a construct of data set needs to be analyzed, factor analysis is one of the most common
psychometric techniques (Osborne & Banjanovic, 2016). If researchers lack information regarding the
construct, explanatory factor analysis (EFA) or unconstrained factor analysis is applied. If researchers
have information regarding the construct, and if the compliance of the data sets with the construct in
question is to be analyzed, confirmatory factor analysis (CFA) or constrained factor analysis is applied
(Fabrigar & Wegener, 2012).

When EFA is applied, one of the obstacles is the determination of the number of dimensions. There are
various methods to decide on the number of dimensions. For example, there is a method called the
Kaiser K1, which accepts an eigenvalue number higher than 1 as the number of the dimension (Kaiser,
1960). In addition to this method, there is Parallel Analysis (PA), as proposed by Horn (1965), Minimum
Average Partial test (MAP), as proposed by Velicer (1976), and the Scree Test, as proposed by Cattell
(1966). The Scree Test has some limitations in terms of non-graphical solutions, and there are
alternatives. Such methods include multiple regression, a t-value index, and the standard error of scree
(SEscree) approach, as proposed by Zoski and Jurs (1993, 1996), the Scree Test Optimal Coordinate
(noc), and the Scree Test Acceleration Factor (n,r), as proposed by Raiche, Walls, Magis, Riopel, and
Blais (2013). In addition to these methods, there is the NOHARM (Fraser & McDonald, 1988) method,
which is based on latent trait theory and nonlinear harmonic approximations of the normal ogive error
distribution. Additionally, DIMTEST (Nandakumar & Stout, 1993; Stout, 1987) and DETECT (Zhang
& Stout, 1999) are non-parametric methods based on conditional covariances. Under the scope of this
research, information about PA, MAP, DETECT, Optimal Coordinate (n,.), and Acceleration Factor
(n4r) methods have been provided in detail.

Parallel Analysis (PA) determines the number of factors by generating a random variable for sample
size N, and a p variable (Horn, 1965). In PA, eigenvalues obtained from the data set are compared with
eigenvalues obtained from independent normal variables. Data sets, as well as the number of variables
produced in PA are the same size as the researched data set. The number of factors in PA is decided by
comparing the average eigenvalue obtained from the independent variables and eigenvalues obtained
from the data set. The number of factors was proposed if the eigenvalue obtained from the data set was
bigger than the mean of those obtained from the random uncorrelated data. (Ledesma & Valero-Mora,
2007). In PA, instead of this average eigenvalue, the median of an eigenvalue, or the 5th, 95th, or 99th
percentile of an eigenvalue can be used (Cota, Longman, Holden, Fekken, & Xinaris, 1993; Glorfeld,
1995; Raiche et al., 2013). As Cota et al. (1993) proposed the use of the 95th percentile, in this research
the 95th percentile was adopted.

The Minimum Average Partial (MAP) test was developed by Velicer (1976). The MAP test is based on
principle component analysis (PCA). In an MAP test, after the PCA, a partial correlation matrix is
formed. At first stage, the first fundamental components are separated from the correlation matrix
obtained from the variables in the data set. Squares of off diagonal elements in the correlation matrix
are calculated, and a partial correlation matrix is formed. At the second stage, two fundamental
components are separated from the correlation matrix obtained from the variables in the data set. Squares
of off diagonal elements in the correlation matrix are calculated, and, again, a partial correlation matrix
is formed. This process is applied until one minus number of variables is attained. Average squared
partial correlations obtained from these steps are ranged. The number of dimensions is defined as the
number of steps necessary to analyze the smallest average squared partial correlation (Ledesma &
Valero-Mora, 2007; O’connor, 2000; Velicer, 1976). Due to calculation, it is stated that, for each factor,
the factor loading of at least two variables should be high (Zwick & Velicer, 1986).
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The DETECT method is based on finding a positive conditional covariance between items that measure
the same dimension and a negative conditional covariance between items that measure different
dimensions (Zhang & Stout, 1999). This method can be applied with both a confirmatory and
exploratory mode. With the confirmatory mode, the DETECT index is calculated over user-defined
sections. With the exploratory mode, the DETECT method searches for partitions that will make the
DETECT index maximum. The index calculated as a result of this method provides information
regarding the multidimensionality of the test (Jang & Roussos, 2007; Kim, 1996). If the DETECT index
is higher than 1.00, it can be interpreted as exhibiting a strong multidimensionality; if it is between 0.40
- 1.00, it can be interpreted as exhibiting a moderate multidimensionality; if it is between 0.20 -0.40, it
can be interpreted as exhibiting a weak multidimensionality, and if it is smaller than 0.20, it can be
interpreted as exhibiting essential unidimensionality (Jang & Roussos, 2007; Zhang, 2007). In this
research, the criteria selected was thus: smaller than 0.20 for one dimensional constructs, and larger than
1 for two dimensional constructs. For one dimensional constructs, if the DETECT index value is smaller
than 0.20, it is accepted as one dimensional; for a DETECT index higher than 0.20, the construct was
evaluated as multi-dimensional. For two dimensional constructs, values larger than 1 were considered.
Thus, this research followed a more conservative approach.

In the Scree Plot method, Cattell (1966) combines a previous eigenvalue coordinate and the next
eigenvalue coordinate with a trace line to determine the location of the screen. Thus, a point with
immediate change is determined as an important number of a factor. In the Scree Test Optimal
Coordinate (n,) method, without any statistical test, the focal point is the elbow. For that, a two-point
regression model is used. In this method, dimension size is decided based on if estimated eigenvalues
from the regression model and observed eigenvalues are equal or higher. For a comparison of values
(between observed and estimated eigenvalues), the K1 rules is adopted and eigenvalues higher than 1
are compared. If desired, the average eigenvalues obtained from the PA result or eigenvalue at 0.05,
0.95 quantile can be used (Raiche et al., 2013). This method can be expressed as:

Noc = Z 1= 1) & @ = 1) 1)

Here, A; represents observed eigenvalue, and 1, represents estimated eigenvalue. 1, Additionally, is
named as the optimal coordinate (Raiche et al., 2013).

In the Scree Test Acceleration Factor (n,r) method, the acceleration factor represents the point on the
coordinate where the slope of the curve changes abruptly. The value presented in Eq.1 and represented
as 1, is calculated by taking a second derivative of the optimal coordinate. For more detailed
information, Raiche et al., (2013) can be read. This method is expressed as:

Nyp = Z I1(A; 21&i <k)withk = argmax; (af;) )
i

Here, argmax; (af;) represents the maximum point of the second derivative of an optimal coordinate
function (Raiche et al., 2013).

When the literature was reviewed, various studies regarding Parallel Analysis were identified (Buja &
Eyuboglu, 1992; Cho, Li, & Bandalos, 2009; Cota et al., 1993; Dinno, 2014; Glorfeld, 1995; Green,
Levy, Thompson, Lu, & Lo, 2012; Green, Redell, Thompson, & Levy, 2016; Green, Thompson, Levy,
& Lo, 2015; Kaya Kalkan & Kelecioglu, 2016; Raiche et al., 2013; Weng & Cheng, 2005; Xia, Green,
Xu, & Thompson, 2019; Yang & Xia, 2015; Zwick & Velicer, 1986). It was observed that these studies
mostly focused on parallel analysis processes rather than comparison of performance of factor retention
methods. In addition, most of these studies were conducted on continuous or ordinal data. There was
limited researches with binary data (Kaya Kalkan & Kelecioglu, 2016; Weng & Cheng, 2005). Current
study focused to binary data which mostly used to educational and social researches. It can be said that
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the current study will contribute to the literature in this respect. In addition, there were studies about
DIMTEST; however, in these studies, DIMTEST was often compared with NOHARM (Finch &
Habing, 2005, 2007). But current study compares five factor retention methods (MAP, PA, optimal
coordinate, DETECT and acceleration factor). Additionally, there were no studies comparing the
methods adopted in the current study. For example Garrido, Abad, and Ponsoda (2011) examine only
MAP procedure under different simulation conditions. But current study compares different factor
retention methods under simulation conditions which frequently encountered in educational research.
The current study differs from the others in the literature in terms of comparison of previously not
compared factor retention methods. In other words, current study is important in terms of comparing
methods not previously examined. Therefore, it is believed that the current research will contribute to
the literature and the EFA that is commonly used in empirical studies (Conway & Huffcutt, 2003;
Henson & Roberts, 2006) will be instructive to determine the number of factors.

METHODOLOGY

As predictions can be made by considering probabilities (Gilbert, 1999), this research was designed as
a Monte Carlo simulation study. Simulation studies provide advantages, as such studies enable a
comparison between real parameters and estimated parameters (Feinberg & Rubright, 2016). This is
because real parameters are unknown in empirical studies. Therefore, analyses are carried out on data
sets of known real parameters and the real and estimated parameters are compared.

Simulation Conditions

In this research, the simulations factors were identified as sample size, number of factors, test length,
average factor loading, and type of correlation matrix. A full crossed pattern was used in this study.
Since the focal point of this research was the tests that achieved a score of 1-0, binary data set were
generated.

For the sample size factor, three conditions such as 250, 1000, and 3000 were determined. For the sample
size conditions, a sample size of 250 was selected, as this size is both applicable and commonly used in
studies (Beauducel & Herzberg, 2006; Hu, Bentler, & Kano, 1992). When 1000 people are selected as
the sample size, the aim is to satisfy the sample size proposed in different studies for factor analysis
(Comrey & Lee, 1992; Floyd & Widaman, 1995; Gorsuch, 1974; Guadagnoli & Velicer, 1988; Streiner,
1994). Generally, since estimated parameters rarely change after a sample size of 3000 (DeMars, 2010),
this sample size was added to the research. Additionally, the effect of a sample size of more than 1000
people was analyzed to determine the number of factors acting on sample factor retention methods.

For number of factors, two conditions were included in this research. Here, the fact that achievement
tests generally consisted of one dimension was considered (Bennett et al., 1990; Bennett, Rock, & Wang,
1991; Lissitz, Hou, & Slater, 2012; van den Bergh, 1990), and one-dimensional constructs were included
in the research. However, it is impossible to analyze the performance of factor retention methods through
the use of two-dimensional constructs. In addition, since it is possible that a method that operates with
full accuracy in a unidimensional construct may fail to show the expected performance in a two
dimensional one, two dimensional constructs were also included in this research. Yet, the relationship
between these two dimensions was set around 0. Thus, the number of factor conditions was investigated
as one and two (simple).

For the test length factor, 20 and 30 item conditions were determined, respectively. Turkish,
mathematics and science tests consist of 20 items are used in the central examinations conducted by the
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Ministry of Education in Turkey (MEB, 2019). Since it is rare for an achievement test with more than
30 items in the focal point, the research was limited to a 20 and 30 items condition.

The average factor loading was determined as 0.50 and 0.70. An average factor loading value below
0.50 is relatively rare for binary tests. This is because the lowest factor loading is proposed as 0.33
(Tabachnik & Fidell, 2012). When the factor loadings of other items were considered, a factor loading
of 0.50 was added to the simulation conditions as the lower limit. Through an average factor loading of
0.70, the effect of a high relation between items and the factor on the factor retention method was
evaluated. Attaining the same loading for all items was disregarded as a goal in this research. This is
because the same factor loading for all items is rare. Therefore, the factor loadings of all items could
differentiate, with only the average factor loading being kept within the desired conditions (e.g. for a
20-item test, the total factor loading was found, and an average factor loading was subsequently
calculated by dividing by 20).

In this research, analyses were conducted for methods using correlation matrices (MAP and PA),
including both the Pearson Product Moment (PPM) correlation matrix and the tetrachoric correlation
matrix. Thus, the means by which such methods produce results according to correlation matrices was
examined. Via this approach, the over factoring or under factoring effects of correlation matrices on
methods were analyzed. In Table 1, the simulation factors and conditions are presented.

Table 1.
Simulation factor and conditions
Constant factors Changing Factors
Data Type Number of Sar_nple Test Average _Factor Correla_tion
factors Size Length Loading Matrix
1 250 20 0.50 PPM
1-0 2 (simple) éggg 30 0.70 Tetrachoric

As seen from Table 1, a fully crossed pattern was used in this research. Accordingly, a total of
2x3x2x2=24 conditions were evaluated: namely, the number of factors (2 conditions), sample size (3
conditions), test length (2 conditions), and average factor loading (2 conditions). For this purpose, a
24.000 data set was generated with 1.000 replications. Harwell, Stone, Hsu, and Kirisci (1996) proposed
at least 25 replications. Robey and Barcikowski (1992) propose a formula for calculating the number of
replications. The number of replications was determined to be 575 from the table created in accordance
with this formula for research conditions. In order to increase the power of the research, 1.000 replicates
were produced for this research. Both PPM and tetrachoric correlation matrix analysis on methods using
correlation matrices were conducted for the same data set. However, no additional data set was produced
for these conditions.

Data Generation and Analysis

Binary (1-0) data was produced with Psych (Revelle, 2016) package in R program (R Core Team, 2018).
For each simulation condition, 1.000 replications were applied. For this purpose, the first 1.000 seed
values were randomly generated, and, for these seed values, data was generated for the simulation
conditions.

The analyses of the generated data were analyzed using different R packages. For parallel analysis and
MAP analysis, Psych (Revelle, 2016) package was used; for the DETECT method, sirt (Robitzsch,
2017) package was used; for the Acceleration Factor (n,r) and Optimal Coordinate (n,.) methods,
nFactors (Raiche, 2010) package was used.

For Parallel Analysis (PA), principal factor solution was used as factoring method. The number of
randomly generated correlation matrices in PA was determined as 50. Since the cut-off score in the
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DETECT method was suggested as 0.20 (Jang & Roussos, 2007; Zhang, 2007), in this research,
DETECT values higher than 0.20 for one dimensional data sets, and DETECT value higher than 1 for
two dimensions were accepted as multi-dimensional. Thus, the test evaluation followed a more
conservative approach. To evaluate performance of methods, both a real and proposed number of
dimension were compared and the percentage of correct estimates (PCE) were obtained. For this
purpose:

P = {1 if Suggested Number of Dimensions = Actual Number of Dimensions )
" 0 if Suggested Number of Dimensions # Actual Number of Dimensions

function was used. In this function, r represented replication. Accordingly, the calculated percentage of
correct estimates (PCE) can be given with;

1000
Percentage of Correct Estimates = {330 ~.100 4)

equation. This way, the percentage replication of each method’s production of correct results was
determined.

Additionally, the mean difference (MD) between the real and estimated number of factors was
calculated. For this purpose:

1000, .
Zr=1 (M —m) (5)

Mean Dif ference = 1000

equation was used. Here, 7 proposed number of dimensions reflected the m real number of dimension.
Since the number of replications was 1.000, the average was calculated, thus determining whether the
methods overestimated or underestimated the number of factors compared to PCE values.
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FINDINGS

In this section, the findings obtained from simulation conditions are presented.

Comparison of Simulation Conditions for One Factor Constructs

Number of Factor =1
Mean of Factor Loadings=0.5

0 100,00
3
g 90,00
£
i 80,00
o}
= 70,00
Q
o
‘s 60,00
Q
g 50,00
5
=4 40,00
&
30,00
20,00
10,00
0,00 Optimal Accelaration
MAP (T) MAP (PPM) PA (T) PA (PPM) Coordinate DETECT Factor
—— 250.20.1.05 100,00 100,00 53,20 99,50 19,00 73,00 100,00
—f@— 250.30.1.05 99,80 100,00 25,50 99,60 19,00 91,60 100,00
%—1000.20.1.05 100,00 100,00 100,00 100,00 24,80 82,50 100,00
—&— 1000.30.1.05 100,00 100,00 99,30 100,00 24,80 92,50 100,00
—— 3000.20.1.05 100,00 100,00 100,00 100,00 99,80 83,10 100,00
#— 3000.30.1.05 100,00 100,00 100,00 100,00 99,80 91,00 100,00

Note: Coding System: First digit until the dot represented sample size, second digit represented number of item in the test, third digit represented number of factor,
and fourth digit represented factor loading. (T): Tetrachoric correlation matrix, (PPM): Pearson Product Moment Correlation Matrix

Figure 1. Comparison of PCE values for simulation conditions when factor loading is 0.5 for one factor
constructs

When Figure 1 was analyzed, the PCE values obtained through the factor retention method were
observed. For an average factor loading of 0.5, when the results obtained for the sample size and the
number of items method were considered, under MAP analysis with tetrachoric correlation matrix
conditions (except for the sample size of 250, the number of items was 30 (99.8%)), all the conditions
had 100% success rate. When MAP analysis was conducted with the PPM correlation matrix, the success
rate was observed as 100%. However, when PA was conducted with the tetrachoric correlation matrix,
it was impacted by the sample size. In case of the sample size of 250, PA had a significantly low
percentage, while PCE had a rate of almost 100% for the sample sizes of 1000 and 3000. When PA was
conducted with a PPM correlation matrix, a PCE value of almost 100% was attained for all sample sizes
and numbers of items. When the Optimal Coordinate (n,c) method was investigated, for the sample
sizes of 250 and 1.000, it attained significantly low percentages; while, for the sample size of 3.000, the
PCE value was almost 100%. In the DETECT method, as the number of items increased, it can be stated
that PCE value also increased. For conditions with 30 items, the DETECT method had a PCE value of
approximately 90%; whereas for conditions with 20 items, the PCE value was between 73-83.10%.
Sample size had an effect when the number of items was higher than 20. As the sample size increased,
the PCE value increased. It was observed that the Acceleration Factor (n,r) method had a PCE value of
100% for all one factor constructs. Under simulation conditions with an average factor loading of 0.5
for one factor constructs, the MD value comparison is presented in Figure 2.
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Number of Factor=1
Mean of Factor Loadings=0.5

2,50
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kS
£
c
5 1,00
s
0,50
0,00 3 —
! Op@;al Accel®ation
MAP (T) MAP (PPM) PA (T) PA (PPM) Coordinate DETECT Factor
—f— 250.20.1.05 0,00 0,00 0,60 0,00 1,94 0,27 0,00
—#— 250.30.1.05 0,00 0,00 1,53 0,01 0,94 0,08 0,00
%— 1000.20.1.05 0,00 0,00 0,00 0,00 1,19 0,18 0,00
—&— 1000.30.1.05 0,00 0,00 0,01 0,00 1,19 0,08 0,00
—— 3000.20.1.05 0,00 0,00 0,00 0,00 0,00 0,17 0,00
4 3000.30.1.05 0,00 0,00 0,00 0,00 0,00 0,09 0,00

Note: Coding System: First digit until the dot represented sample size, second digit represented number of item in the test, third digit represented number of factor,
and fourth digit represented factor loading. (T): Tetrachoric correlation matrix, (PPM): Pearson Product Moment Correlation Matrix

Figure 2. Comparison of MD values for simulation conditions when factor loading is 0.5 for one factor
constructs

In Figure 2, when methods with PCE values other than 100% were analyzed, the bias value for MAP
analysis was 0. When PCE values were investigated (the tetrachoric correlation matrix of PCE value of
the MAP analysis), it was 99.8% for 250.30.1.05 condition. Accordingly, in 2 of 1.000 replications, it
can be stated that the number of factors obtained was other than 1. In MD value, this situation caused
differentiation in the third digit after the comma. When a tetrachoric correlation matrix was conducted
on the PA 250 sample size, positive MD values were observed. Accordingly, when a tetrachoric
correlation matrix was used, it can be said that the PA had the tendency to produce more factors.
However, results of PA conducted with PPM indicated that the MD values were close to 0. When the
MD values for Optimal Coordinate (n,.) method was investigated, it can be stated that the bias
decreased as the sample size increased; yet, the biased results were positive, which meant that the
number of factors was overestimated. Additionally, the Optimal Coordinate (n,.) method produced an
unbiased estimation for sample size of 3.000. When the MD values for the DETECT method were
investigated, it can be stated that the number of items was more effective on MD values. As in all
methods, in the DETECT method, the number of factors was overestimated. In the Acceleration Factor
(n4r) method, since a PCE value of 100% was obtained for all single factor constructs, the MD value
was zero.

In Figure 3, when the average factor loading was 0.7, PCE values were compared for one factor construct
simulation conditions.
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Number of Factor=1
Mean of Factor Loadings=0.7
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MAP (T)  MAP (PPM) PA (T) PA(PPM) oot DETECT ot
—— 250.20.1.07 99,90 100,00 100,00 100,00 19,00 82,30 100,00
—— 250.30.1.07 100,00 100,00 100,00 100,00 19,00 96,00 100,00
%—1000.20.1.07 100,00 100,00 100,00 100,00 24,80 89,10 100,00
——1000.30.1.07 100,00 100,00 100,00 100,00 24,80 97,20 100,00
—— 3000.20.1.07 100,00 100,00 100,00 100,00 99,80 88,90 100,00
#— 3000.30.1.07 100,00 100,00 100,00 100,00 99,80 94,90 100,00

Note: Coding System: First digit until the dot represented sample size, second digit represented number of item in the test, third digit represented number of factor,
and fourth digit represented factor loading. (T): Tetrachoric correlation matrix, (PPM): Pearson Product Moment Correlation Matrix

Figure 3. Comparison of PCE values for simulation conditions when factor loading is 0.7 for one factor
constructs

When Figure 3 was investigated, compared to an average factor loading of 0.5, in methods with the
condition of an average factor loading of 0.7, it was observed that PCE values increased. While all
conditions except one (250.20.1.07) had PCE values of 100%, when MAP analysis was conducted with
a tetrachoric correlation matrix and a PPM correlation matrix, a PCE value of 100% was obtained for
all conditions. For this condition cluster, the PCE value was observed as 100% for PA results conducted
with both a tetrachoric and PPM correlation matrix. When conditions of an average factor loading of
0.5 and 0.7 were analyzed together (Figure 1 and Figure 3), it can be stated that Optimal Coordinate
(noc) exhibits no differentiation for average factor loading. Under an average factor loading of 0.5 and
the condition of a sample size of 3000, the PCE value was around 100%; whereas, with sample sizes of
250 and 1000, respectively, the PCE value was significantly low. In the DETECT method, when the
average factor loadings increased, the PCE also increased. However, upon comparing Figure 1 and
Figure 3, it can be stated that, as the number of items increased, the DETECT has become more effective
at producing correct results. The PCE value was 94% when the DETECT method was most successful.
In the Acceleration Factor (nsr) method, the PCE value was observed as 100%. Under simulation
conditions with average factor loading of 0.7 for one factor constructs, the MD value comparison is
presented in Figure 4.
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Figure 4. Comparison of MD values for simulation conditions when factor loading is 0.7 for one factor
constructs

In Figure 4, when methods exhibiting PCE values other than 100% were analyzed, and since the MAP
analysis only estimated the number of factors different to 1 in 1 of 1.000 replications, the PCE value
was obtained as 99.90%. Therefore, the MD value differentiated in the third digit after the comma. Thus,
it can be stated that the Optimal Coordinate (n,.) method, as with the DETECT method, has a tendency
to overestimate the number of factors. However, in the Optimal Coordinate (n,.) method, while MD
values decreased as the sample size increased, in the DETECT method, an increased number of item
caused a rapid decrease in MD values. Additionally, the Optimal Coordinate (n,.) method produced
unbiased results for the sample size of 3.000.
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Comparison of Simulation Conditions for Two Factors Constructs

Under simulation conditions with average factor loading of 0.5 for two factors constructs, the PCE value
comparison is presented in Figure 5.
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Note: Coding System: First digit until the dot represented sample size, second digit represented number of item in the test, third digit represented number of factor,
and fourth digit represented factor loading. (T): Tetrachoric correlation matrix, (PPM): Pearson Product Moment Correlation Matrix

Figure 5. Comparison of PCE values for simulation conditions when factor loading is 0.5 for two factors
constructs

When Figure 5 was analyzed, simulation conditions with an average factor loading of 0.5 were compared
in two factors constructs. When MAP analysis was conducted with a tetrachoric correlation matrix, the
PCE value was around 100%. There was 99.0% PCE value in only one condition (250.30.2.05). When
MAP analysis was conducted for the PPM correlation matrix, it was observed that the PCE value was
100%, excepting one condition (250.20.2.05). Accordingly, in the MAP analysis with the sample size
of 250, it can be stated that the correct estimation was made with an error margin of 1%. When PA was
conducted with a tetrachoric correlation matrix, for the sample sizes of 30 and 250 items, it had a PCE
value of 9%. As the size of the sample increased, the PA conducted on a tetrachoric correlation matrix
had a tendency to produced more accurate estimations. PA conducted for the PPM correlation matrix
indicated a PCE value of around 100% for the 250 sample size, and 100% for the 1.000 and 3.000 sample
sizes. For the simulation condition with a sample size of 250 and 20-item, PA results conducted with
PPM showed a 96.4% PCE value. For the same sample size, as the number of items increased, the PCE
value of the PA increased as well. In the Optimal Coordinate (n,.) method, it can be stated that there
was no differentiation for both average factor loading and number of items. This is valid for both one
factor (Figure 1 and Figure 3) and two factors (Figure 5 and Figure 7) constructs. contrary to one
dimensional constructs, while PCE value of 0% was exhibited in the 3.000 sample size, PCE values of
25% and 35% were obtained for the 250 and 1.000 sample size, respectively. It can be stated that the
DETECT method has higher PCE values for two dimensional constructs. When the sample size was
1.000 or more, the DETECT method had a PCE value of 100% for all conditions with 2 dimensions and
an average factor loading of 0.5. In the Acceleration Factor (n,z) method, the PCE value was 0% for all
conditions. When the dimension number suggested by this method was analyzed, it was observed that
there was a one-dimension construct for all conditions. Under simulation conditions with an average
factor loading of 0.5 for two factors constructs, the MD value comparison is presented in Figure 6.
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Figure 6. Comparison of MD values for simulation conditions when factor loading is 0.5 for two factors
constructs

When the MD values presented in Figure 6 were analyzed, in MAP analysis conducted with PPM, the
number of factors was underestimated for only one condition (250.20.2.05). For the sample size of 250,
the results for PA conducted with a tetrachoric correlation matrix indicated that in a 30-item condition
the PA had significantly high MD value. This is because PA estimated 2.15 times more factors than real
number of factor. However, there was no such case when the analysis was conducted with PPM. In the
Optimal Coordinate (n,.) method with a sample size of 250 and 1.000, the number of factors was
overestimated; however, for the 3.000 sample size, the number of factors was underestimated. While the
DETECT method had negative MD values for the sample size of 250, it produced unbiased results for
the other samples. The acceleration Factor (n,z) method only proposed one factor for all conditions.
Therefore, the MD value was -1. The PCE value analysis under two-dimensional construct simulation
conditions with average factor loading of 0.7 is given in Figure 7.
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Figure 7. Comparison of PCE values for simulation conditions when factor loading is 0.7 for two factors
constructs

Figure 7 presented the PCE values obtained for conditions with two factors and an average factor loading
of 0.7. When PA and MAP analysis were conducted with a tetrachoric correlation matrix, all conditions
except for one (250.30.2.07) had a PCE value of 100%. When PA and MAP analysis were conducted
with a PPM correlation matrix, all conditions had a PCE value of 100%. When both Figure 1 and 3 and
Figure 5 and 7 were analyzed, it can be expressed that the Optimal Coordinate (ny) exhibited no
differentiation for both average factor loading and number of items. The same results were observed for
conditions with average factor loading of 0.5. contrary to one dimensional constructs, while two
dimensional constructs had 0% PCE value for the 3.000 sample size, they had 25% and 35% PCE values
for the 250 and 1000 sample sizes, respectively. In the Optimal Coordinate (ny.) method, it can be
stated that only sample size influenced two factor constructs. In the DETECT method, when average
factor loadings increased, the PCE value also increased. The DETECT method had 100% PCE for this
condition set. In the Acceleration Factor (n,r) method, the PCE value was 0. Accordingly, it can be
stated that dimensionality for any data set was accurately estimated. MD value analysis under two-
dimensional construct simulation conditions with an average factor loading of 0.7 is given in Figure 8.
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Figure 8. Comparison of MD values for simulation conditions when factor loading is 0.7 for two factors
constructs

When the MD values presented in Figure 8 were analyzed, for the Optimal Coordinate (n,.) method
samples of 250 and 1.000, there was a positive MD value; whereas, for the 3.000 sample size, there was
a negative MD value. The acceleration Factor (n,r) method estimated all data set as one factor.
Therefore, all MD values obtained as -1. MD values of both PA and MAP conducted with tetrachoric
and PPM correlation matrices were 0. Accordingly, it can be stated that PA and MAP create an unbiased
estimation for this correlation matrix.

DISCUSSION and CONCLUSION

When factor retention methods were compared, the results of this research indicated that, when MAP
analysis was conducted on both tetrachoric and PPM correlation matrices, PCE values of 99% or more
were observed for all conditions. Accordingly, it can be stated that MAP analysis may be used to
determine dimensionality. Garrido, Abad, and Ponsoda (2011) stated that, for MAP analysis results
conducted with (2, 3, 4, 5, 6, 7) variables with different category numbers for polychoric and PPM
correlation matrices, a polychoric correlation matrix was more appropriate. Additionally, as factor
loading increased, PCE values increased in MAP analysis. In our research, MAP analysis was the best
method for all conditions. In Garrido, Abad, and Ponsoda (2011), this could be caused by the fact that
the factor loading of each variable was accepted as equal. In our research, the average factor loading
was kept constant; however, the factor loading of each item was differentiated. Zwick and Velicer (1986)
compared PA, MAP, Cattell's scree test, Bartlett's chi-square test, and the K1 rule methods and reported
that the PA and MAP method presented the best results. In our current research, the results are consistent
with the literature.
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When PA was conducted with a tetrachoric correlation matrix, it was affected by average factor loading
and sample size. In small samples with an average factor loading of 0.5, the performance of PA
decreased. Yet, as the sample increased, the performance of PA increased as well. These results are
similar to those of Yang and Xia (2015) and Cho et al. (2009). While sample size had a significant
effect on PA conducted with a tetrachoric correlation matrix, the same effect is invisible with a PPM
correlation matrix. Guilford (1952) stated that, to calculate a tetrachoric correlation matrix, data should
have a large sample size (at least 400) for binary data. The low performance of PA with the sample size
of 250 may be linked with this.

Optimal Coordinate (n,.) showed a good performance for one dimensional data with a sample size of
3.000; however, the PCE value was below 50% for other conditions. This result is in line with Raiche
et al. (2013). Raiche et al. (2013) worked with 36 and 72 variables, using 2 and 5 folds of variables for
sample size (72, 180, 144, 360) and 0.5 and 0.8 average factor loadings. Results for the Optimal
Coordinate (ny¢) method’s PCE value varied between 20% (72 variables, 144 sample size, 0.5 factor
loading) and 82% (72 variables, 360 sample size, 0.8 factor loading).

The acceleration Factor (n,z) method estimated one dimension for all conditions under the scope of this
research. In this case, it can be expressed that the Acceleration Factor (n4r) method presented no
differentiation for factors under all conditions. Raiche et al. (2013) determined that the Acceleration
Factor (n,r) method’s PCE value varied between 17% and 50%. However, in this study, factor loadings
were distributed over 3 components as 0.8 and 0.2. In our study, average factor loading was considered.

While the DETECT method had around 100% PCE value for the majority of two factor constructs, it
was affected by both sample size and average factor loading for one factor constructs. Additionally, as
the number of item increased, the DETECT method’s performance increased as well. Similarly, as
average factor loading increased, DETECT estimated more accurate results. van Abswoude, van der
Ark, and Sijtsma (2004) stated that the DETECT method is affected by a sample’s size and is more
efficient for larger samples (n=2.000). Additionally, DETECT determined multi-dimensionality
accurately in the case of low correlation between factors. This is in line with other studies in the literature
(Zhang, Yu, & Nandakumar, 2003).

Based on the conditions of this research, the following recommendations can be made; 1) both a
tetrachoric and PPM correlation matrix of MAP can be used, 2) the PA method produced more accurate
results with a PPM correlation matrix , but in the case of a tetrachoric correlation matrix, samples size
should be considered, 3) instead of Optimal Coordinate (ny.) and Acceleration Factor (n,r) methods,
PA or MAP methods can be preferred, and 4) average factor loading and samples size should be
considered before using the DETECT method. Additionally, for this method, both the number of items
and dimension number has an effect. It can be stated that this method may be used after collectively
evaluating all conditions. Additionally, the combined use and evaluation of PA and MAP can be
recommended. Since only simple construct data was used in this research, in future studies factor size
could be increased and simulations that manipulate the correlation between factors could be applied.
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TURKCE GENISLETILMIiS OZET

Veri setinin yapisi arastirtlmak istenildiginde faktor analizi en sik kullanilan psikometrik tekniklerden
biridir. Arastirmacilarin yapiyla ilgili bilgileri yoksa bu durumda agimlayici faktdr analizi ya da
sinirlandirilmamis faktdr analizi yapilir. Eger yap1 hakkinda arastirmacilarin fikri varsa ve verilerin bu
yapiya uyum gosterip gostermedigi arastirilacaksa bu durumda da dogrulayici faktor analizi diger bir
degisle sinirlandirilmis faktor analizi yapilmaktadir.

AFA igin siklikla karsilagilan giigliikklerden biri de boyut sayisina karar vermektir. Boyut sayisina karar
vermek igin gelistirilen birgok yontem bulunmaktadir. Bu yéntemlere; Ornegin 1°den biiyiik 6zdeger
say1sint boyut sayisi kabul eden ve Kaieser’in K1 kurali (Kaiser, 1960), Horn (1965) tarafindan 6nerilen
Paralel Analiz (PA), Velicer (1976) tarafindan 6nerilen Kismi Korelasyonlarin En Kiigtigii (MAP) testi,
Cattell (1966) tarafindan oOnerilen Yamag¢ Grafigi yontemleri de bulunmaktadir. Yamag grafigine
alternatif olarak Zoski ve Jurs (1993, 1996) tarafindan onerilen ¢ok regresyon t-degeri ve yamacin
standart hatasi (SEscree) yaklasimlari, Raiche, Walls, Magis, Riopel ve Blais (2013) tarafindan 6nerilen
amag grafigi optimal koordinatlar ve yamag grafigi ivmelenme faktorii gibi yontemler bulunmaktadir.
Bu yontemlerin yaninda kosullu kovaryanslara dayanan ve nonparametrik bir yontemler olan DIMTEST
(Nandakumar & Stout, 1993; Stout, 1987) ve DETECT (Zhang & Stout, 1999) yontemleri vardir.
Mevcut arastirmada Paralel Analiz, Kismi Korelasyonlarin En Kii¢iigi, DETECT, Optimal Koordinat
ve Ivmelenme Faktorii yontemleri karsilastirilmustir.

Ihtimalleri dikkate alinarak &nerilerde bulunulabilmesi nedeniyle (Gilbert, 1999) bu arastirma, Monte
Carlo simiilasyon calismasi olarak tasarlanmistir. Simiilasyon calismalar1 gercek parametreler ile

kestirilen parametrelerin kargilagtirtlmasini saglamasi nedeniyle avantaj saglamaktadir (Feinberg &
Rubright, 2016).

Arastirmada simiilasyon faktorleri, 6rneklem biiyiikliigii (250, 1000 ve 3000), faktor sayist (tek ve iki
[basit yapida] boyutlu) test uzunlugu (20 ve 30 madde), ortalama faktdr yiikii (0.50 ve 0.70) ve kullanilan
korelasyon matrisi (Pearson Momentler Carpimi [PPM] ve tetrakorik) olarak belirlenmistir. Aragtirmada
tamamen caprazlanmis desen kullanilmigtir. Buna gore 2x3x2x2=24 kosul {izerinde ¢aligmis ve 1.000
replikasyon yapilmistir. Aragtirmada ikili (1-0) yapidaki veri kullanilmistir.

Verinin tiretimi i¢in R yazilimindaki Psych paketi kullanilmistir. Paralel analiz ve MAP analizi igin
Psych (Revelle, 2016) paketi, DETECT yontemi igin sirt (Robitzsch, 2017), ivmelenme faktorii ve
optimal koordinat yontemi igin de nFactors (Raiche, 2010) paketleri kullanilmustir.

PA igin faktorlestirme yontemi olarak temel faktor ¢oziimlemesi kullanilmigtir. PA’da rassal olarak
olusturulan korelasyon matrisi sayist ise 50 olarak belirlenmistir. DETECT yo6nteminde kesme puani
olarak 0.20 onerildiginden (Jang & Roussos, 2007; Zhang, 2007) arastirmada tek boyutlu veri seti igin
0.20 tizerinde DETECT degeri elde edilen analizlerde ¢ok boyutlu, iki boyutlu veri seti i¢in ise DETECT
degeri 1’den biiyiikk olan sonuglar ¢ok boyutlu olarak kabul edilmigtir. Bdylece testin
degerlendirilmesinde daha tutucu bir yaklasim izlenmistir. YoOntemlerin performanslarinin
degerlendirilmesi icin gercek boyut sayisi ile onerilen boyut sayilar1 karsilagtirilarak dogru kestirim
ylizdesi elde edilmistir. Bunun i¢in,

p = {1, Onerilen Boyut Sayist = Gergek Boyut Sayist
"o, Onerilen Boyut Sayisi # Gergek Boyut Sayist

@)

fonksiyonu kullanilmistir. Bu fonksiyondaki r, replikasyonu ifade etmektedir. Buna gdre hesaplanan
dogru kestirim yiizdesi ise;
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1000

Dogru Kestirim Yiizdesi = % 100 4)

esitligiyle ifade edilebilir. Ayrica gercek ve kestirilen faktdor sayilari arasindaki Ortalama Fark
hesaplanmistir. Bunun igin;

1000

Z r=1 (m—m) (5)
Ortalama Fark = — 1000
esitligi kullanilmistir. Burada m Onerilen boyut sayisint m gergekteki boyut sayisini gostermektedir.
Replikasyon sayis1 1000 oldugu i¢in ortalamasi alinmistir. Boylece dogru kestirim yiizdesi degerinin
yaninda yontemlerin faktér sayisini oldugundan daha az ya da daha fazla kestirip kestirmedigi
aragtirilmistir.

Aaragtirma sonucunda MAP analizi, hem tetrakorik hem de PPM korelasyon matrisiyle yiiriitiildiiglinde
aragtirma kapsamindaki tim kosullar icin %99 ve tizerinde dogru kestirim ylizdesine sahip oldugu
gozlenmistir. Ayrica faktor yiikii arttikca MAP analizinin dogru kestirim yiizdesi yiikselmistir. Buna
gore MAP analizinin boyutluluk belirlemede kullanilabilecegi sdylenebilir.

PA, tetrakorik korelasyon matrisiyle yiiriitiildiiglinde ortalama faktor yiikiinden ve Orneklem
biyiikliigiinden etkilenmektedir. Kiigiik 6rneklemde ve ortalama faktor yiikii 0.5 oldugunda PA’nin
performansi diismektedir. Ancak 6rneklem biiylidiikge PA’nin performansi da artmaktadir. Tetrakorik
korelasyon matrisiyle yiiriitiilen PA iizerinde 6rneklem biiyiikliigli oldukga etkili iken PPM korelasyon
matrisi tizerinde ayni1 etki mevcut degildir.

Optimal Koordinat yontemi tek boyutlu veride 6rneklem biiyiikliigiiniin 3000 oldugu durumda iyi
performans gostermis ancak diger durumlarda dogru kestirim yiizdesi %50°nin altinda kalmustir.
fvmelenme faktorii yontemi arastirma kapsanmindaki tiim kosullarda tek boyut dnermistir. Buna gére bu
yonteminin arastirma kapsamindaki kosullar i¢in, faktorleri ayristiramadigi sdylenebilir.

DETECT yontemi iki faktorlii yapilarin bityiik kisminda %100°e yakin PCE degerine sahipken tek
faktorlii yapilarda 6rneklem biiyiikligi ve ortalama faktor yikiinden etkilendigi gézlenmistir. Ayrica
madde sayisimin artmasi da DETECT ’in performansinda artisa neden olmaktadir. Ortalama faktor yiiki
arttikca benzer sekilde DETECT daha dogru sonuglar vermektedir.

Arastirmada yer alan kosullara dayali olarak; 1) MAP analizini hem tetrakorik hem de PPM korelasyon
matrisiyle kullanilabilecegi, 2) PA yonteminin PPM korelasyon matrisiyle daha dogru sonuglar verdigi
ancak tetrakorik korelasyon matrisiyle yiiriitiildigii durumda O6rneklem biiylikligiiniin géz Oniine
almmasi gerektigi, 3) Optimal koordinat ve ivmelenme faktorii yontemlerinin yerine PA ya da MAP
yontemlerinin tercih edilmesi, 4) DETECT yonteminin ortalama faktor yiikii ve 6rneklem biiytikligi
g6z 6niinde bulundurularak kullanilmasi 6nerilmektedir.
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