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ABSTRACT

This paper proposes a voice activity detection (VAD) method based on time and spectral domain features using multi-layer feed-forward neural network 
(MLF-NN) for various noisy conditions. In the proposed method, time features that were short-time energy and zero-crossing rate and spectral features 
that were entropy, centroid, roll-off, and flux of speech signals were extracted. Clean speech signals were used in training MLF-NN and the network was 
tested for noisy speech at various noisy conditions. The proposed VAD method was evaluated for six kinds of noises which are white, car, babble, airport, 
street, and train at four different signal-to-noise ratio (SNR) levels. The proposed method was tested on core TIMIT database and its performance was 
compared with SOHN, G.729B and Long-Term Spectral Flatness (LSFM) VAD methods in point of correct speech rate, false alarm rate, and overall accuracy 
rate. Extensive simulation results show that the proposed method gives the most successful average correct speech rate, false alarm rate, and overall 
accuracy rate in most low and high SNR level conditions for different noise environments.
Keywords: Voice activity detection, time and spectral features, multi-layer feed-forward neural network

Introduction

Voice activity detection (VAD) is a signal processing technique that allows a speech signal to 
be seperated into voice and other parts. Non-speech regions include silence and noise signal 
parameters and VAD is used to effectively distinguish between speech and non-speech re-
gions. The principal VAD applications are speech coding [1, 2], speaker and speech identifica-
tion [3], noise reduction in digital hearing aid devices, mobile communications [4], and noisy 
speech enhancement [5, 6]. VAD methods used in many applications are based on thresh-
olding energy, pitch detection, zero-crossing rate, linear predictive coefficients, and cepstral 
coefficients because of their simple structure [7-9]. However, in VAD applications using these 
criteria, it is difficult to detect speech regions in low signal-to-noise ratio (SNR) or non-sta-
tionary background noises. Up to recently, various features have suggested and this features 
including energy-entropy feature [10], cepstral feature [11, 12], and Teager energy feature [13]. 
In most of these methods, the noise signal is considered to be stationary over certain periods 
of time. For this reason, these methods are highly sensitive to SNR variations in the processed 
speech signal. 

Voice activity detection methods are divided into three basic category based on time, frequen-
cy, and time-frequency domain. Time domain methods include energy, zero-crossing rate, and 
low frequency band power. The frequency domain methods include various spectral energy 
features which are energy-entropy, cepstral, and Teager energy features. Also, time-frequency 
methods include Wavelet transform and Empirical Mode Decomposition [14]. For noisy con-
ditions, time domain, frequency domain, and time-frequency domain methods such as dis-
crete wavelet transform, wavelet packet transform, and perceptual wavelet packet transform 
are insufficient in detecting speech/voice regions. In most of these methods, threshold values 
levels cannot be calculated accurately and precisely at all noise types and all SNR levels. There-
fore, in recent years, empirical mode decomposition method, which separates speech signals 
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from high frequency to low frequencies into intrinsic modes, 
has been used in the determination of speech/voice regions 
[15, 16]. These traditional methods are insufficient in detecting 
speech/voice regions in noisy conditions.

Related Works

In recent years, various methods have been developed to de-
tect voice or speech activity regions under different noisy con-
ditions [17, 18]. The most known VAD approach in these meth-
ods, a statistical model for determining the voice and unvoiced 
regions has recommended by Sohn et. al [19]. The robust VAD 
algorithm, which use the likelihood ratio test based on statisti-
cal models, shows a better performance in the determination 
of the speech regions than the traditional methods. In this 
method, a speech decision rule was obtained from the gener-
alized likelihood ratio test, assuming that noise statistics were 
a priority. In order to estimate time-varying noise statistics, a 
new noise-pattern adaptation algorithm was developed using 
soft decision information in the areas where the speech signal 
was present. This algorithm, which was designed to determine 
the voice regions of clean speech signals, cannot perform the 
same performance in speech and non-speech regions in noisy 
speech signals. The G729B, a modern standard VAD method, 
was developed for short-time frames and this method used 
line spectral frequencies, low band energy, zero-crossing rate, 
and full band energy parameters [20]. In this algorithm, a struc-
ture which was used together with the intuitively defined re-
gions and borders was applied and decided for every 10 ms.

Most standard VAD algorithms are derived from short-term 
analysis frameworks and the VAD decision is made over these 
short-term frames. In contrast to the short-term framework for 
VAD, long-term spectral divergence (LTSD) was proposed as a 
long-term VAD analysis and a long-term spectral envelope was 
compared with the average noise pattern to establish a speech 
and non-speech decision rule [21]. In another long-term ap-
proach, a new and robust VAD algorithm was recommended 
using the long-term spectral flatness (LSFM) measure [22]. This 
new LSFM-based VAD increased the robustness of speech de-
tection in various noisy environments using low noise spec-
trum estimation and adaptive threshold values. The proposed 
algorithm was evaluated under 12 types of noises and five 
types of SNR in core TIMIT test corpus. Comparisons based on 
the standard three VAD algorithms such as AMR1, AMR2 and 
G729B show that the LSFM-based VAD approach achieves the 
best average accuracy rate (88.95%). 

Recently, a novel voice activity detection (VAD) scheme em-
ploying differential entropy at each frequency bin of power 
spectral estimates of past and present overlapping speech 
frames were proposed [23]. In this method, frequency domain 
long-term differential entropy (FLDE) was used to determine 
the speech and non-speech regions. They evaluated the per-
formance of the proposed FLDE scheme, considering 12 types 
of noises and 5 different SNRs which were artificially added to 
speech samples from the SWITCHBOARD corpus. Graf et al. [24] 

mentioned about harmonicity, power, SNR, formant structure, 
modulation, and stationarity features of VAD algorithms. Pasad 
et al. [25] showed that speech and non-speech regions were 
difficult to detect when background sounds such as breath, 
mic pops, etc. were present in the signal. 

In most of these methods, threshold values cannot be calculat-
ed accurately and precisely at all noise types and all SNR levels. 
Therefore, in recent years, the classification of speech and non-
speech regions is performed through artificial neural networks. 
Farsinejad et al. [26]. proposed a VAD algorithm using short-
time power, zero-order maximum likelihood parameter, and 
pitch-period difference and Probability Neural Network (PNN). 
In another VAD algorithm based on Support Vector Machine 
(SVM) [13], the determination of voice and unvoiced regions, 
the noisy speech signal was decomposed by Wavelet Packet 
Transform (WPT) and Teager energy of each wavelet packet 
coefficients was calculated. The energy values of noisy speech 
signal used as input for SVM.

In [27], fuzzy entropy and a SVM-based VAD approach have 
been proposed to detect voice regions in noisy conditions. In 
this method, the Fuzzy entropy (FuzzyEn) features obtained 
from noisy speech signals were used to train and test the SVM 
model in determining speech and non-speech regions. In var-
ious noisy conditions, speech and non-speech regions were 
determined with a accuracy of 93.29%. However, the perfor-
mance of this method is insufficient for low SNRs. In another 
VAD study, Deep Neural Network (DNN) was used to determine 
the speech regions [18]. In this VAD approach, six different fea-
tures extracted from speech signals were used to train and test 
the network. In VAD performance evaluation, the area under 
the curve (AUC) and F-measure were used and absolute in-
crements were calculated as 10.41% and 8.56%, respectively. 
Similarly, a VAD approach was proposed for the speech recog-
nition system, which allows the classification of speech and 
non-speech regions and DNN model was used for classification 
[28]. In this DNN-based VAD approach, a 22% improvement in 
equal error rate (EER) was achieved compared to traditional 
VAD approaches. Wang et al. [29] suggested a DNN-based VAD 
approach on the CENSREC-1-C database. They used mel-fre-
quency cepstral coefficients, instantaneous frequency deriv-
ative, power normalised cepstral coefficient, and magnitude 
information and found an equal error rate of 19.44%. 

A VAD method that uses line spectral frequency based statis-
tical features with extreme learning based classification has 
been proposed [30]. In this study, data having a duration of 
more than 350 hours were used and an overall accuracy rate 
of 99.43% was obtained. Bouguelia et al. [31] proposed a new 
active learning method (ALM) that questions the label of sam-
ples based on how they affect the outcome of the classification 
mode. An unsupervised classification method was proposed 
in order to determine the presence and absence of speech 
regions in speech signals and this method was successful at 
the boundary points where the detection was quite import-
ant [32]. In another VAD approach, a VAD system has been 
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proposed in a multi-speaker environment. In this approach, 
Mahalanobis classifier and attributes of speech energy signals 
were taken into consideration [33]. Shi et al. [34] used a neural 
network-based approach with maximum short-term automatic 
correlation and spectrum variance for end-point detection of 
speech signals. In this VAD approach, 200 clean speech signals 
were corrupted with three different noise types such as white, 
babble, and car for SNR values ranging from -5 to 10 dB. The 
average correct rates of 93.59, 85.11 and 90.29% were obtained 
for the white, babble, and car noise types, respectively .

Any VAD algorithm basically consists of two parts which are 
‘feature extraction’ and ‘speech / non-speech decision mecha-
nism’. The parameters are extracted in the first section from the 
speech signals that can represent the distinctive features of the 
speech relative to the noise. In the second part, these voice pa-
rameters are used to decide whether the region is to be speech 
/ non-speech based on a set of decision rules.

In this study, voice activity detection algorithm was improved 
by using time and spectral features based on MLP-NN. The time 
and frequency domain features of segmented speech signal 
distorted by different noise type at 0, 5, 10 and 15 dB SNR lev-
els used as input of MLP-NN. The proposed method was tested 
on core TIMIT database and its performance was compared 
with SOHN, G.729B, and LSFM VAD methods in point of correct 
speech rate, false alarm rate, and overall accuracy rate.

Methodology

Basic Structure of Proposed VAD

The steps of the proposed method is given in Figure 1. Firstly, 
noise was added to the clean speech signals and the signals 
were separated into frames. Then, time and spectral features 
were extracted for each frame. These features of noisy speech 
signals were applied to MLF-NN and the network was tested 
with speech data. Finally, the performance of the system was 
evaluated.

Features for VAD

Speech signals are inherently non-stationary signals that 
change over time. Therefore, speech signals were processed by 
dividing into frames. In the proposed method, six different fea-
tures per frame was used. These features were the short-time 
energy, zero-crossing rate, spectral entropy, roll off, flux, and 
centroid. These features were applied to the input of MLF-NN 
for training and the network was determined if the speech was 
either speech or non-speech.

Short-Time Energy

Short-time energy (STE) is commonly used to determine the 
voice and unvoiced regions. Voice regions have high energy, 
whereas non-speech regions have low energy values. However, 
this feature loses its efficiency especially in lower SNRs. In gen-
eral, the STE is defined as follows [35]:

    (1)

where x(k) and w(m–k) denote a segment of the sequence and 
time-shifted window sequence, respectively.

Zero-Crossing Rate 

Zero-crossing rate (ZCR) is a measure of how many times the 
speech signal has passed through zero. In speech and non-
speech regions, zero-crossing rate has lower and higher values, 
respectively. The ZCR is defined as [35]:

       (2)

where x(n) is the time domain signal for frame m.

Spectral Entropy

The spectral entropy is a measure of uncertainty for intrinsic 
characteristics of speech spectrums. Many existed experiments 
have proved that spectral entropy is superior to the time do-
main features for speech activity detection [36]. Spectral entro-
py has low and high values for speech and non-speech regions, 
respectively. Spectral entropy is calculated for each frame and 
each frame separated into four sub-frames. Fourier Transform 
of speech frame for each sub-band is defined as [37]: 

       

 (3)

where X(k) represents the spectral magnitude of the k th fre-
quency bin and N is the total number of frequency bins. The 
spectral energy of each frame E(k) is expressed as:

  (4)

and the probability measure in the spectral domain can be 
written as:

Figure 1. A schematic for the proposed method
30x3 mm (600x600 DPI)
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       (5)

Then, the spectral entropy for each frame is calculated as:

       (6)

Spectral Centroid

Centroid is a measure of the spectral shape. The spectral cen-
troid value in the high frequency range is greater than in the 
low frequency range. Therefore, the spectral centroid measure 
are used to identify voice and unvoiced regions. While the spec-
tral centriod values are low in the speech regions, the spectral 
centroid values of the non-speech regions are high. The spec-
tral centroid value of a signal spectrum can be expressed as 
follows [38]:

       (7)

where Xr(k) is the magnitude of the Fourier transform at frame 
r and f(k) is the frequency at bin k.

Spectral Roll-off

The spectral roll-off could be defined as the frequency at which 
85% of the spectrum magnitude is concentrated and this value 
is also a measure of the spectral shape. It has higher values in 
the higher frequency ranges than in the low frequency ranges. 
Because of this property, this criterion can be used in voice ac-
tivity detection. The spectral roll-off measure can be formulat-
ed as follows [38]:

      (8)

where fc is the roll-off frequency and Xr(k) is the magnitude of 
the k-th frequency component at frame r.

Spectral Flux

The flux could be defined as the average variation of spectrum 
between the two adjacent frames. The spectral flux of the noise 
signal has higher values than the periodic signals. Therefore, 
spectral flux can be used to identify the voice and unvoiced re-
gions. Spectral flux can be expressed as follows [38]:

      (9)

where Xr(k) and Xr–1(k) are the normalized magnitude of the 
Fourier transform at frames r and r–1.

Artificial Neural Network for VAD

Neural Networks have also been shown to be applicable in the 
area of speech detection or voice activity detection. The most 
commonly used neural network is the multi-layer feed-forward 
(MLF) neural network and it is very useful in practice since it could 
represent a set of very non-linear functions. A MLF neural net-
work is a few layered structures consisting of neurons as seen in 
Figure 2. A MLF neural network has an input layer, one or more 
hidden layers, and an output layer. The most widely used network 
structure has one hidden layer [39]. The MLF networks could be 
trained with a back-propagation learning algorithm [40]. 

Each neuron sums its inputs from the previous layer of neurons 
and passes it through a transfer function. The first layer is the 
input layer and is completely connected to the hidden layer 
through a set of weights. Similarly, the hidden layer is completely 
connected to the output layer through another set of weights. A 
clean speech sequence can be applied at the input layer and the 
decision of speech or non-speech sequence will be obtained at 
the output layer for an appropriately trained neural network.

Transfer Function

Within any single processor, the summation of the incoming 
connection activity is performed by calculating the sum of the 
products of the respective weights and input activity:

       (10)

Figure 2. A structure of multi-layer feed-forward neural network
128x83 mm (96x96 DPI)
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where j is the index number for the processor in the layer under 
consideration, y is the output level of the th processor in the 
previous layer, and wji is the weight for the connection between 
the i th and j th processors. The result of this weighted summed 
process is the activation level, Xj, which is then operated on by 
the transfer function, f(x), to produce the new output for that 
processor, Zj = f(xj). The transfer function is usually chosen to 
be non-linear to assist in the formation of a complex represen-
tative space. The most commonly used transfer function types 
are sigmoid or hyperbolic functions. The following log-sigmoid 
transfer function was chosen and is defined as:

      (11)

Training and Generalization

The MLF neural network is based on a dual working principle 
of training and prediction. There is a need of two data sets 
which are train and test and optimal weights are determined 
in during the training phase. In prediction (test) mode, network 
generates an output based on input values with its trained net-
work [40].

Experimental Results

Dataset

The proposed algorithm was tested on English sentences 
which were taken from TIMIT database [41]. TIMIT corpus 
consists of 24 individual speakers (16 males and 8 females) of 
eight different dialects, each with 10 phonetically balanced En-
glish sentences which are approximately 3-seconds long. The 
speech records in the TIMIT database are sampled with 16 kHz. 
In many studies, the TIMIT sentences were downsampled to 
8 kHz [42-45]. In addition, as the sampling rate of the G729B 
and Sohn VAD was 8 kHz, all data was resampled to 8 kHz for 
a fair comparison [46]. The TIMIT database consists of 720 dif-
ferent speech samples and 432 and 288 utterances were used 
for training and testing, respectively. The clean speech signals 
were corrupted by white, car, babble, airport, street, and train 
noises from the NOISEX-92 noise database [47].

Performance Evaluation

The proposed VAD algorithm was evaluated according to cor-
rect detection Pd , false alarm Pf , and the overall accuracy rate 
(Acc). To obtain Pd and Pf rates, the speech (voice) and non-
speech (silence or noise) regions of clean speech signals were 
primarily manually labeled. The speech correct hit rate Pd is 
calculated as the rate of correctly detected labeled speech 
regions by the VAD algorithm, while the false alarm Pf is cal-
culated as the rate of non-speech is identified as speech. The 
correct speech hit rate (Pd ) and the false alarm (Pf ) can be 
expressed as:

      (12)

where N1,1 represents correctly classified number of speech 
samples by VAD methods, N0,1 represents non-speech samples 
which are erroneously identified as speech samples and N0,0 
represents correctly classified number of non-speech samples 
by VAD methods. N1

ref and N0
ref represent correct speech and 

non-speech samples that manually labeled samples taken from 
the database, respectively. The overall accuracy rate (Acc) is cal-
culated as:

       (13)

Since there are always trade-off relationships among these two 
metrics, we use the mean of overall accuracy, Pd and Pf as the 
final metric for better performance comparison. For an ideal 
VAD algorithm, the speech or non-speech correct detection 
rate and overall accuracy rate should be maximized, while the 
false alarm rate should be minimized.

Implementation

The time resolution is limited in determining the speech re-
gions and is much lower than the sampling rate of the speech 
signal. Therefore, the decision rule for determining the regions 
of speech was not calculated for each sample of the signal. 
Instead, the speech signals were processed by dividing them 
into short frames [24]. In this study, the speech signals were 
divided into overlapping frames by using Hamming window. 
As with most VAD applications, the duration of overlapping 
frames were 20 ms, which implies that each frame consists of 
160 samples, and shifted by 10 ms between frames [45, 48, 49]. 
In TIMIT database, speech frames (segments) were manually 
marked for identifying speech or non-speech regions. In this 
study, Gradient Descent (GD), Gradient Descent with Adaptive 
(GDA), the Broyden–Fletcher–Goldfarb–Shanno (BFGS) Qua-
si-Newton and Levenberg-Marquardt (LM) learning algorithms 
were used to train the MLF neural network. The learning al-
gorithm was used in the training of the network, since there 
was a very small difference between the minimum error values 
reached by these learning algorithms (approximate error 10-6) 
and the same error value was reached with less iteration by the 
LM algorithm. Log-sigmoid transfer function was chosen as the 
activation function in MLF neural network structure, which was 
trained with Levenberg-Marquardt learning algorithm.

In this study, the input layer consists of 6 neurons, the sin-
gle hidden layer consists of 15 neurons and the output layer 
consists of 2 output neurons. The most appropiate number of 
neurons in the hidden layer were chosen by testing different 
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combinations. In the MLF-NN network, the first neuron of the 
output layer yields the speech regions (voice) and the other 
output neuron yields the non-speech regions. The weights 
were initially adjusted to some small random values close to 
zero and these weights were updated during the training of 
the network and the output produced was matched with the 
correct output. Only clean speech signals were used in training 
and the signals used in training were not used in the test. The 
estimated VAD results of the network output were compared 
with manually labeled VAD results.

Figure 3 shows the short-time energy, zero-crossing rate (ZCR), 
spectral entropy (SE), spectral flux (SF), spectral centroid (SC), 
and spectral roll-off (SR) acoustic parameters of segmented 
noisy speech in white noise condition. In the determination of 
speech or voice segments, high energy, low ZCR, SE, SF, SC, and 
SR values were used. 

The proposed, LSFM, SOHN and G729B VAD algorithms with 
a clean speech (”He picked up the dice for a second roll”) 
and its noisy version (SNR = 0 dB) is shown in Figure 4. First, 
the voice regions of noisy speech signal was manually la-
beled. Then, the neural network structure was trained with 
clean speech signals and the network were tested for noisy 
signals. In Figure 4, the voice and unvoiced segments were 
determined with 92.14% accuracy rate for the proposed VAD 
algorithm.

The accuracy performances of SOHN, G729B, LSFM and the pro-
posed VAD algorithms in six different noise types and four dif-
ferent SNR level conditions are given in Table 1. As given in the 
table, although the correct detection rate of the speech regions 
using SOHN and G729B VAD algorithms is high, the false alarm 
rate and overall accuracy rates are not reasonable. This means 
that in traditional VAD methods, the speech regions are deter-
mined as non-speech regions. The recommened VAD algorithm 
plays an important role to overcome this problem. Also, LSFM 
VAD is able to determine speech regions with high accuracy, es-
pecially at low SNR levels. The proposed method has effective 
and successful results in terms of high correct speech rate (Pd 

), low false alarm (Pd ), and high overall accuracy rate compared 
with other methods for various noisy environments.

Conclusion

This article has proposed a voice activity detection method 
based on time and spectral features using multi-layer feed-for-
ward neural network classification. In traditional VAD methods, 
it is necessary to determine an appropriate threshold value to 
distinguish between voice and other regions. In this way, VAD 
methods based on the threshold value may be insufficient in 
noisy environments. In order to overcome this problem, VAD 
method based on a classification algorithm was used to distin-
guish between speech and non-speech regions in both clean 
and noisy environments. We suggested time and spectral 
based features for speech/non-speech decisions. The time do-
main features which are short-time energy and zero-crossing 
rate and spectral domain features which are entropy, centroid, 
flux, roll-off and a well-trained MLF-NN were utilized to identi-
fy and label parts that are speech and non-speech. Finally, the 
recommended method was objectively evaluated in six kinds 
of noises at different SNR levels. The suggested approach was 
also compared with LSFM, SOHN, and G729B VAD techniques 

Figure 3. Results of short-time energy, ZCR, SE, SF, SC and SR for 
speech signal corrupted by white noise at 5 dB SNR level
240x245 mm (72x72 DPI)

Figure 4. From top to bottom: Clean signal, Noisy signal, Manually 
labeled VAD, SOHN VAD, G729B VAD, and proposed VAD method 
results for 0 dB SNR white noise conditions
270x203 mm (72x72 DPI)  
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for better ratification of its accomplishments and capabilities. 
Although only clean speech signals were used in training and 
the training duration of the MLF network is long, this VAD al-
gorithm based on time and spectral speech parameters can be 
recommended for high probabilities of voice activity, high ac-
curacy rate and low probabilities of false-alarm in determining 
the regions of speech or non-speech activity. Experimental re-
sults show that the proposed algorithm performs well in most 
low and high SNR level conditions for different noise environ-
ments.
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