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ABSTRACT

 In this study, the feed forward neural networks (FFNN) were used and Elman’s recurrent neural networks (RNN) were proposed for quantitative identification of individual gas concentrations (DMMP and CHCl3) in their gas mixtures. The phthalocyanine coated quartz crystal microbalance (QCM) type sensors were used as gas sensors. A calibrated mass flow controller was used to control the flow rates of carrier gas and DMMP and CHCl3 gas mixtures streams. Sensor responses were collected via an IEEE 488 card. The components in the binary mixture were quantified applying the sensor responses from the QCM sensor array as inputs to the feed forward and Elman’s recurrent neural networks. The results of the Elman’s recurrent neural network with two hidden layer was the best. The other neural networks are also applicable to the quantitative classification of DMMP and CHCl3 gas mixtures.
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ÖZET
GERİ BESLEMELİ VE İLERİ  BESLEMELİ SİNİR AĞI KULLANILARAK DMMP VE CHCL3 GAZ KARIŞIMLARININ MİKTARSAL SINIFLANDIRILMASI
Bu çalışmada, gaz karışımlarında gaz konsantrasyonlarının (DMMP and CHCl3) miktarsal olarak tanımlanması için ileri beslemeli sinir ağı (FFNN) kullanılmış ve Elman geri beslemeli sinir ağı (RNN) önerildi. Phthalocyanine kaplamalı kuartz kristal mikrodenge (QCM) gaz sensörü olarak kullanıldı. Kalibreli bir kütle akış kontrolörü, taşıyıcı gaz, DMMP ve CHCl3 gaz karışım  buharlarının akış miktarının kontrol edilmesi için kullanıldı.  Algılayıcının cevapları IEEE 488 kart vasıtasıyla toplandı. İkili karışımdaki bileşenler, QCM sensör dizisinden alınan sensör cevapları ileri beslemeli sinir ağı ve Elman geri beslemeli sinir ağına  giriş olarak uygulanma ile miktarsal olarak belirlendi. İki gizli katmanlı Elman geri beslemeli sinir ağı ile en iyi sonuç elde edildi. DMMP and CHCl3 gaz karışımlarının miktarsal sınıflandırılması için diğer sinir ağlarının da uygulanabilirliği görüldü.

Anahtar Kelimeler: Gazların Miktarsal Sınıflandırılması, İleri Beslemeli Sinir Ağı, Elman Geri Beslemeli   

                                   Sinir Ağı

_____________________________________________________________________________________________________________

1.  INTRODUCTION

Chemical sensor development is being increasingly driven by the need for real time analyses such as testing of pollution emission levels, detection of very toxic gases in battlefield environments, etc. Nowadays, gas sensors are split up into three technologies axis: optical waveguides, devices based on electrical phenomena, and acoustic oscillator devices [1].

From the practical viewpoint, research for detection of organophosphorus compounds is of great importance, especially for compounds developed for chemical warfare application. Especially dimethylmethylphosphonate (DMMP), is useful simulant for the nerve agents VX and GB [2]. The volatile organic vapours like CHCl3 are known to be reactive photo-chemically, and can have harmful effects upon long-term exposure at moderate levels. These type organic compounds are widely used as a solvent [3].  

Neural networks [NN] are analog computer systems, which are inspired by studies on the human brain. Feed forward multilayer perceptorns have been successfully used in replacing conventional pattern recognition methods for identification of chemical gas/odour. Implementation of NN to analyse the response of gas sensor arrays offers several advantages over conventional signal processing in terms of adaptability, noise tolerance, ect. [4-7].  

Usually, the steady state responses of the sensors are used for concentration estimations of the gases in their mixtures [4-7]. Steady state response means no signals varying in time. But, learning process pf the NN for concentration estimation from steady state resembles the control process with desired constant output. And feedback connections of recurrent neural networks (RNN) can be useful for this type learning process. In this study, Elman’s RNN were proposed for quantitative identification of individual gas concentrations (DMMP and CHCl3) in their gas mixtures. And the feed forward neural networks (FFNN) were used for the comparison. The steady state responses of the sensors were used for this purpose. The performance and the suitability of the FFNN and proposed Elman’s RNN are discussed based on the experimental results.
a) Sensors, Measurement System and Gas Mixtures 

The Quartz Crystal Microbalances (QCM) is useful acoustic sensor devices. The principle of the QCM sensors is based on changes (f in the fundamental oscillation frequency to upon ad/absorption of molecules from the gas phase. To a first approximation the frequency change (f results from increase in the oscillating mass (m [8]
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where, A is the area of the sensitive layers, Cf the mass sensitivity constant (2.26 10-10 m2s g-1) of the quartz crystal, fo fundamental resonance of the quartz crystals, (m mass changes. The piezoelectric 

crystals used were AT-Cut, 10.000 MHz quartz crystal (ICM International Crystal Manufacturers
Co., Oklahoma, USA) with gold plated electrodes (diameter ( = 3 mm) on both sides mounted in a HC6/U holder. The both faces of two piezoelectric crystals were coated with the phthalocyanine The instrumentation utilized consist of a Standard Laboratory Oscillator Circuit (ICM Co Oklahoma, USA), power supply and frequency counter (Keithley programmable counter, model 776). The frequency changes of vibrating crystals were monitored directly by frequency counter.

Calibrated Mass Flow Controllers (MFC) (MKS Instruments Inc. USA) were used to control the flow rates of carrier gas and sample gas streams. Sensors were tested by isothermal gas exposure experiments at a constant operating temperature. 

The gas streams were generated from the cooled bubblers (saturation vapour pressures were calculated using Antoine Equation [9]) with synthetic air as carrier gas and passed through stainless steel tubing in a water bath to adjust the gas temperature. The gas streams were diluted with pure synthetic air to adjust the desired analyte concentration with computer driven MFCs. Typical experiments consisted of repeated exposure to analyte gas and subsequent purging with pure air to reset the baseline. The sensor data were recorded every 3-4 s at a constant of 200 ml/min.

In this study, the frequency shifts (Hz) versus concentrations (ppm) characteristics were measured by using eight QCM sensors for the DMMP and CHCl3 gas mixtures. The steady state concentration values of these measurements were used for the neural network structures. At the beginning of each measurement gas sensors are cleaned by dry air. The gas mixtures and steady state concentration values measured during the periods of the measurements are shown in   Figure 1.
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Fig. 1. Sensor Array Steady State Responses: For 250 ppm CHCl3 (a), For 500 ppm CHCl3 (b) , For 750 ppm CHCl3 (c) In The Mixtures.
b) Feed Forward Neural Networks for    Quantitative Classification 

The feed forward neural network structure used for quantitative identification is shown in   Figure 2. This network is a multilayer network (input layer, hidden layers, and output layer). 

The hidden layer neurons and the output layer neurons use nonlinear sigmoid activation functions. Equations which used in the neural network model are shown in (2), (3), and (4).
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Fig. 2. Feed Forward Neural Network Structures For Quantitative Classification
 EMBED Equation.3  
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Outputs of the second hidden layer neurons are,
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Outputs of the network are,
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where 
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 are the weights from the input to the first hidden layer, 
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 are the weights from the first hidden layer to the second hidden layer,
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 are the weights from the second hidden layer to the output layer, Ui(n), i = 1 to N are the sensor inputs, and Yl(n), l = 1 to N3 are outputs for concentrations. In this study, 128 is used as N, 15 is used as N2, 2 is used as N3 and 15 is used as N1 for the NN with two hidden layers.  The network with one hidden layer was also used for comparison. For this network, 128 is used as N, 2 is used as N3 and five different values which are 5, 10, 15, 20, and 25 are used as N1.
c) Proposed Method: Elman’s Recurrent Neural Network for Quantitative Classification 
The Elman’s recurrent neural network structure [10] is proposed for quantitative identification as seen in Figure 3. This network is also a multilayer network (input layer, recurrent hidden layer, and output layer). The hidden layer neurons and the output layer neurons use nonlinear sigmoid activation functions. Equations which used in the neural network model are shown in (5), (6), and (7).
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Fig. 3. Elman’s Recurrent Neural Network Structures For Quantitative Classification Structures 

Outputs of the first hidden layer neurons are,
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Outputs of the second hidden layer neurons are,
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Outputs of the network are,
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where 
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 are the weights from the second hidden layer to the output layer, Ui(n), i = 1 to N are the sensor inputs, Xj(n-1), j = 1 to N1are the time delayed outputs of the hidden layer nodes which are measured at a previous time step (n-1), and Yl(n), l = 1 to N3 are outputs for concentrations. For this study, N is 8, and N3 is 2. N1 is selected as 15 according to the results of the feed forward neural network with one hidden layer. Same value used for N2.  The network with one hidden layer was also used for comparison.

d) Training of the Networks and Performance Evaluation
A back propagation (BP) method is widely used as a teaching method for an ANN. The main advantage of the BP method is that the teaching performance is highly improved by the introduction of a hidden layer [10]. In this paper, BP learning rules with momentum and adaptive learning rate are used to adjust the weights and biases of networks to minimize the sum-squared error of the network. 

Training time can also be decreased by the use of an adaptive learning rate, which attempts to keep the learning rate step size as large as possible while keeping learning stable. These two techniques can be used with BP to make it a faster, more powerful, and more useful learning paradigm [11]. 

The measured steady state sensors responses were used for the training and test processes. For the performance evaluation, we have used the mean relative absolute error, E(RAE), and the corresponding maximum error, max(RAE) [6]:
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where, Cpredicted is estimated concentration, Ctrue is real concentration and ntest is number of test set.

2.  RESULTS AND CONCLUSIONS
For the training and test processes, input signals of the neural networks are the steady state responses of the sensors and the output of the neural networks are the estimated concentrations of the DMMP and CHCl3 gases in the mixtures. Figure 4 shows the average E(RAE) values of the feed forward neural networks with one hidden layer for the different number of hidden neurons (number of iteration = 10000). From this figure it is easily seen that, the optimum number of the hidden layer neurons is approximately 15. And this number was used in the performance comparison of all type of networks.  

Figure 5 shows the average E(RAE) values of the feed forward and Elman’s recurrent neural networks for the DMMP and CHCl3 gas mixtures. Table 1 shows the E(RAE) and max(RAE) values of these neural networks for the DMMP and CHCl3 gases in the mixtures individually.
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Fig. 4. Training Results Of Feed Forward Neural Networks With 1 Hidden Layer For The Different Number Of Hidden Neurons (Number Of Iteration = 10000).
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Fig. 5. Training Results Of Feed Forward And  Elman’s Recurrent Neural Networks.
As seen in this figure and table the results of the Elman’s recurrent neural networks are better then those of the feed forward neural networks. Especially the result of the Elman’s RNN with two hidden layer is the best. Iterations take longer time at the Elman’s recurrent neural networks because of calculations at the feedback connections. But, when we compare the numbers of the iterations, this time is negligible. In fact, the FFNN structures show also acceptable errors.
As the results, the proposed Elman’s RNN structures  performs better than FFNN structures for quantitative identification of individual gas concentrations (DMMP and CHCl3) in their gas mixtures is confirmed based on the experimental results. This can be because of the feedback structures of the Elman’s RNN. In addition to this result, the ability of the feed forward and proposed Elman’s recurrent neural networks for quantitative classification is confirmed based on the experimental results
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Table 1. Comparison of Neural network results
	# of iteration
	Neural Network
	# of hidden layer
	E(RAE)
	max(RAE)

	
	
	
	DMMP
	CHCl3
	DMMP
	CHCl3

	439
	Elman’s RNN
	2
	0.00
	0.00
	0.00
	0.01

	1000
	FFNN
	1
	10.65
	1.13
	25.00
	3.28

	
	
	2
	5.46
	1.39
	14.22
	4.12

	
	Elman’s RNN
	1
	0.75
	1.37
	3.13
	4.68

	3000
	FFNN
	1
	4.00
	0.57
	15.77
	1.52

	
	
	2
	2.49
	0.81
	8.75
	1.5

	
	Elman’s RNN
	1
	0.19
	0.33
	0.68
	1.18

	5000
	FFNN
	1
	3.35
	0.50
	14.57
	1.68

	
	
	2
	1.62
	0.74
	6.28
	1.66

	
	Elman’s RNN
	1
	0.05
	0.07
	0.19
	0.26

	10000
	FFNN
	1
	2.77
	0.25
	11.25
	0.68

	
	
	2
	0.92
	0.56
	3.45
	1.28
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