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NEW GENERATING FUNCTIONS FOR THE KONHAUSER
MATRIX POLYNOMIALS

ESRA ERKUŞ - DUMAN AND BAYRAM ÇEKİM

Abstract. Varma et. al. [Ars Combin. 100 (2011) 193-204] introduced the
concept of the Konhauser matrix polynomials. In this paper, we obtain some
generating functions for these matrix polynomials. Finally, we focus on some
special cases.

1. Introduction

In 2011, Varma et. al. defined the pair of the Konhauser matrix polynomials as
follows:
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where A is a matrix in CN×N satisfying the condition

Re(µ) > −1 for every µ ∈ σ(A), (1.3)

λ is a complex number with Re(λ) > 0 and k ∈ Z+ (see [5]). Here, for any matrix
A in CN×N , Pochhammer symbol is defined by

(A)n = A(A+ I)...(A+ (n− 1)I), n ≥ 1 , (A)0 = I.

They show that the Konhauser matrix polynomials Z(A,λ)
n (x; k) and Y (A,λ)

n (x; k)
are biorthogonal with respect to the weight matrix function xAe−λx. Furthermore
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they derive the following generating matrix functions:
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for the polynomials Y (A,λ)
n (x; k) and
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for the polynomials Z(A,λ)
n (x; k), where A and B are matrices in CN×N satisfying

the conditions
Re(µ) > −1 for every µ ∈ σ(A)

AB = BA.

}
(1.6)

and 1Fk is defined as
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for A1, ..., Ak and B are matrices in CN×N satisfying condition Ai+sI is invertible
for s ∈ N, i = 1, ..., k,see [5]. In the present paper, we obtain multilinear and
multilateral generating functions for the pair of the Konhauser matrix polynomials.
Some special cases are also given.

2. multilinear and multilateral generating matrix functions

In this section, we give theorems which derive several substantially more general
families of bilinear, bilateral generating functions for the Konhauser matrix polyno-
mials defined by (1.1) and (1.2). Using the similar method considered in [1, 2, 3, 4],
we obtain the main theorems.

Theorem 2.1. Corresponding to a non-vanishing function Ωµ(y1, ..., ys ) of com-
plex variables y1, ..., ys (s ∈ N) and of complex order µ, let

Λµ,ν(y1, ..., ys; z) :=

∞∑
k=0

akΩµ+νk(y1, ..., ys )zk ; (ak 6= 0 , µ, ν ∈ C) (2.1)
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and

Θn,p,µ,ν(x; y1, ..., ys; ζ) :=

[n/p]∑
l=0

al Y
(A,λ)
n−pl (x, k) Ωµ+νl(y1, ..., ys )ζl , (2.2)

where A is a matrix in CN×N satisfying the conditions in (1.6), n, p ∈ N and (as
usual) [α] represents the greatest integer in α ∈ R. Then, for |t| < 1 and Re(λ) > 0,
we have
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Proof. For convenience, let S denote the first member of the assertion (2.3) of
Theorem 2.1. Plugging the polynomials

Θn,p,µ,ν

(
x; y1, ..., ys;

η

tp

)
,

which comes from (2.2) into the left-hand side of (2.3), we obtain
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Upon changing the order of summation in (2.4), if we replace n by n + pl, we can
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which completes the proof of Theorem 2.1. �

Theorem 2.2. Corresponding to a non-vanishing function Ωµ(y1, ..., ys ) of com-
plex variables y1, ..., ys (s ∈ N) and of complex order µ, let

Λµ,ν(y1, ..., ys; z) :=

∞∑
k=0

akΩµ+νk(y1, ..., ys )zk ; (ak 6= 0 , µ, ν ∈ C) (2.5)



38 ESRA ERKUŞ - DUMAN AND BAYRAM ÇEKİM

and
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N, and (as usual) [α] represents the greatest integer in α ∈ R. Then, for |t| < 1,∣∣∣∣ −t(λx)k
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Proof. The proof is similar to Theorem 2.1. �

Now, we obtain some special cases for generating functions.
Firstly, if we set Ωµ+νk(y ) = P

(C,D)
µ+νk (y) (µ, ν ∈ N0) for s = 1 in Theorem 2.1,

where the Jacobi matrix polynomials P (C,D)
n (y) are defined by means of the gener-

ating function in [7]:
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where C and D are matrices in CN×N satisfying the spectral conditions Re(z) > −1
for each eigenvalue z ∈ σ(C), and Re(η) > −1 for each eigenvalue η ∈ σ(D),
CD = DC and F4 (A,B;C,D;x, y) is defined by

F4 (A,B;C,D;x, y) =
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n,k=0

(A)n+k (B)n+k (D)
−1
n (C)
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k
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,

where C + nI and D + nI are invertible for every integer n ≥ 0 in
√
x +
√
y < 1.

Then we obtain the following example which provides a class of bilateral generating
functions for the Jacobi matrix polynomials and the Konhauser matrix polynomials
Y

(A,λ)
n (x, k).
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Example 2.3. Taking al = 1, µ = 0, ν = 1 and |t| < 1, we have
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If we take Ωµ+νk(y ) = CDµ+νk(y) (µ, ν ∈ N0) for s = 1 in Theorem 2.2, where
the Gegenbauer matrix polynomials CDn (y) are defined by means of the generating
function in [6]:
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where D is a matrix in CN×N satisfying the spectral condition
(−z

2

)
/∈ σ(D) for

each eigenvalue z ∈ Z+∪{0} , then we obtain the following example which provides
a class of bilateral generating functions for the Gegenbauer matrix polynomials
CDn (x) and the Konhauser matrix polynomials Z(A,λ)

n (x, k).

Example 2.4. Taking al = [(2D)l]
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, µ = 0, ν = 1, we have

∞∑
n=0

[n/p]∑
l=0

[(2D)l]
−1

CDl (y)(B)n−plZ
(A,λ)
n−pl (x, k)

[
(A+ I)k(n−pl)

]−1
ηltn−pl

= exp (yη) 0F1

(
−;D +

I

2
;

1

4
η2
(
y2 − 1

))

×(1− t)−B 1Fk


B

;
−t(λx)k

(1− t)kk
1
k (A+ I) , ..., 1

k (A+ kI)

 ,
where A and B are matrices in CN×N such that A satisfies conditions in (1.6).

Substituting Ωµ+νk(y ) = Y
(C,λ2)
µ+νk (y, k2) (µ, ν ∈ N0) for s = 1 in Theorem 2.2,

then we can give the following example which provides a class of bilateral generating
functions for the pair of the Konhauser matrix polynomials.
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Example 2.5. Taking al = 1, µ = 0, ν = 1 and |t| < 1, we have
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where C is a matrix in CN×N satisfying the condition

Re(µ) > −1 for every µ ∈ σ(C),

λ2 is a complex number with Re(λ2) > 0, k2 ∈ Z+ and |η| < 1.

Also setting Ωµ+νl(y ) = Y
(C,λ2)
µ+νl (y, k2) (µ, ν ∈ N0) for s = 1 in Theorem 2.1, we

have the following example which provides a class of bilinear generating functions
for the Konhauser matrix polynomials Y (A,λ)

n (x, k).

Example 2.6. Taking al = 1, µ = 0, ν = 1 and |t| < 1, we have

∞∑
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Y
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where C is a matrix in CN×N satisfying the condition

Re(µ) > −1 for every µ ∈ σ(C),

λ2 is a complex number with Re(λ2) > 0, k2 ∈ Z+ and |η| < 1.

Similarly, in Theorem 2.2, if we take Ωµ+νl(y ) = Z
(C,λ2)
µ+νl (y, k2) (µ, ν ∈ N0),

where C is a matrix in CN×N satisfying the condition

Re(µ) > −1 for every µ ∈ σ(C),

λ2 is a complex number with Re(λ2) > 0 and k2 ∈ Z+ , then we obtain bilinear
generating functions for the Konhauser matrix polynomials Z(A,λ)

n (x; k).
Notice that, when the multivariable function Ωµ+νk(y1, ..., ys ), (k ∈ N0, s ∈ N),

is expressed in terms of several simpler functions of one or more variables, then
each suitable choice of the coeffi cients ak (k ∈ N0) in Theorems 2.1 and 2.2 can be
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shown to yield various classes of multilateral and multilinear generating functions
for the Konhauser matrix polynomials defined by (1.1) and (1.2).
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