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Abstract: Computational thinking is a way of thinking that covers 21st century skills and includes new generation concepts such as 
robotics, coding, informatics and information construction. Computational thinking has reached an important point especially in the 
field of science in line with the rapid developments in technology. Robotics applications, software-based activities, STEM (Science, 
Technology, Engineering, Math) education and problem-based studies are some of the areas where this thinking is used. In this 
study, which is based on this point, it is aimed to develop a scale for computational thinking. Exploratory sequential design, one of 
the mixed research methods, was used in the study. First of all, a detailed literature review was conducted and needs analysis was 
carried out. This study consists of two stages. In the first stage, exploratory factor analysis was performed and analyzed with SPSS 23 
program. In the second stage, confirmatory factor analysis was performed and analyzed with LISREL 9.2 program. As a result of the 
study, the goodness of fit indexes of the scale was found. According to this; X2/df value 1.81; NNFI value 0.97; NFI value 0.93; CFI 
value 0.98; RMR value 0.05; SRMR value 0.04; AGFI value 0.91 and GFI value was found to be 0.93. When the reliability values of the 
study were examined, Cronbach’s Alpha value was found to be 0.86. As a result of the research, a computational thinking scale 
consisting of 3 factors and 30 items was developed. This scale was developed for prospective teachers and can be used at all levels of 
prospective teachers. 
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Introduction 

Changes in science and technology have also affected individuals' thinking and behavioral patterns (Dalrymple, 2011). 
Critical thinking, analytical thinking and problem-solving became particularly important in the 21st century (Yilmaz, 
Gulgun, Cetinkaya & Doganay, 2018). Today, in addition to these developments, another area of thinking called 
computational thinking has emerged. According to Wing (2006, p.33), computational thinking can be defined as “To 
solve problems by using the basic concepts of computer science, to design systems and to think like a computer 
scientist”. The concept of computational thinking has a structure based on the idea of “calculation”. When the 
development process from the past to the present is examined, the machines that make the first calculation are actually 
people (Light, 1999). In the 1900s, especially during the war periods, there were only officials working for calculations. 
In addition, ENIAC, the first programmable computer, was developed and introduced to humanity in 1946 (Schneider & 
Gersting, 2016). The calculation here is not only to achieve a certain result by performing four basic operations. 
Computing in computer science means; constructing algorithms, making logical inferences and making a choice as a 
result of conditional propositions (Denning, 2016). Today, many of the interfaces used in social media accounts work 
with this logic and proceed with a certain algorithmic workflow (Cinar & Tuzun, 2017; Feurzeig & Papert, 2011). Based 
on these statements, computational thinking, “It can be expressed as a process of creating new information or decisions 
that make sense through a certain algorithmic process by making calculations and inferences” (Cetin & Toluk Ucar, 
2017; Kalelioglu, Gulbahar & Kukul, 2016). There are some behavioral patterns that students, individuals and people of 
all ages are expected to gain with computational thinking skills (Ozden, 2015; Wing, 2006). These are; 
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1. Re-formulating relatively large and difficult problems in a simpler and easier manner, 
2. To gain the ability of recursive thinking (thinking over and over again, thinking continuously by renewing), 
3. Gaining the ability of abstraction and analysis, 
4. Separating the focal points of the study and focusing on the parts, not the whole, 
5. Determining the behavior of the system examined by determining the variables, 
6. Use of heuristic reasoning, 
7. Working as a computer scientist and gaining the ability to make multi-level abstraction constitute these 

patterns. 

The concept of computational thinking has a new name in recent years with the increase in computer technologies and 
artificial intelligence applications (Selby & Woollard, 2013). “Thinking Like a Computer Scientist” is concept that 
actually summarizes the whole process because a computer scientist does not approach events from an ordinary 
perspective. As a matter of fact, he has to think like a computer and has to act according to the working principles of a 
computer. When this statement is examined carefully, the manner in which a computer scientist approaches the events 
can be defined as follows (Burton, 2010; Cetin & Toluk Ucar, 2017; Kramer, 2007); 

1. To formulate and disassemble problems and problem situations using existing and alternative tools, 
2. Analyze and organize the available data using a logical process, 
3. To be able to create fast and automatic solutions by using algorithmic thinking patterns, 
4. Calculate and analyze possible solutions and put them into practice, 
5. There are approaches to adapting and transferring to a number of possible problems that they may face in the 

future by structuring and storing a problem-solving process they face. 

Innovations in technology now affect individuals' habits and learning activities. The most concrete examples of this are 
the increase in robotic applications as power passes and the introduction of software-based applications into all areas 
of our lives (Yilmaz & Ertugrul Akyol, 2017). Education programs in our country are constantly updated and efforts are 
made to keep up with the era we live in. In this context; textbooks are renewed, alternative measurement and 
evaluation systems are used, technology-based applications are adapted to courses and course environments. The 
important point here is how individuals will adapt to these innovations. Existing learning systems and ways of thinking 
are no longer as effective (Barr, 2014). As a natural consequence, new and effective ways of thinking are preferred. 
Computational thinking is a frequently used form of thinking (Denning, 2014). The following suggestions were made 
about what the components of computational thinking skills are (Aho, 2012; Cetin & Toluk Ucar, 2017); 

1. Having problem solving skills, 
2. Recognizing and distinguishing the types of problems, 
3. Subdividing and analyzing problems, 
4. Abstraction and metacognitive thinking, 
5. Ability to think algorithmically, 
6. Preparing and evaluating algorithms, 
7. Pattern identification and generalization are examined under seven sub-headings. 

Considering the use of computational thinking, it is clear that this way of thinking has an indispensable importance in 
the 21st century (Brennan & Resnick, 2012). For this purpose, in order to contribute to education scientists and related 
field, it was decided to conduct a scale development study to measure the computational thinking tendencies of 
individuals. When the related literature is examined for the computational thinking approach, a scale was developed by 
Whetton and Cameron (2002). The name of this scale is “How Creative Are You?”. In this scale, it is aimed to measure 
the creative thinking skills of students and their ability to process information. Korkmaz, Cakir and Ozden (2017) 
developed the “Computational Thinking Scale”. This scale has sub-factors such as creativity, algorithmic thinking, 
critical thinking, cooperativity and problem solving. Gulbahar, Bahadir Kert and Kalelioglu (2019) developed “The Self-
Efficacy Perception Scale for Computational Thinking Skill”. Algorithm design, data processing competence, basic 
programming competence, self-confidence competence and problem solving competence are the sub-factors of this 
study. As can be seen, these studies are not directly related to the subject of the researcher in robotics, coding, software, 
STEM education and professional career. Therefore, a new scale has been developed to serve the purpose. 

Methodology 

In this study, a mixed research method was used in which qualitative and quantitative data collection tools were used 
together. In the qualitative phase of the study, document analysis and thematic content analysis were performed, and a 
detailed needs analysis was performed. In the quantitative stage of the study, computational thinking scale was 
developed by using the survey method. The research method, which consists of a combination of these two different 
processes, is an exploratory sequential pattern (Tabachnick & Fidel, 2007). The exploratory sequential pattern is the 
studies in which the research problem was first started with a qualitative process and then continued with a 
quantitative process, and as a result, a measurement tool was produced (Acar, 2017). Since this study is mainly a scale 
development study, qualitative parts are used only in needs analysis and information is given about the analyses in the 
discussion section. Therefore, mainly quantitative processes were explained in this study. 
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Participant Characteristics and Sampling 

The research process consists of two stages. The first is exploratory factor analysis, and the second is confirmatory 
factor analysis. Therefore, the study has two different groups of participants. The computational thinking scale was 
administered to prospective teachers (since the study process was carried out at university level, the scale was 
conducted on prospective teachers) studying in science teaching at universities. In this context, universities in the 
realization of exploratory factor analysis 1, 2, 3 and 4th in Turkey and has provided a total of 426 prospective teachers 
studying in various universities of participation. Confirmatory factor analysis is also provided for the realization of the 
previous total of 342 participants who read a variety of university teachers from different groups in Turkey as a 
candidate for accession.  

Appropriate sampling method and snowball sampling method were used together in the determination of prospective 
teachers. The purpose of using these sampling methods is to provide the researcher with ease in terms of time, labor 
and cost and to reach a wide range of research. First of all, prospective teachers the university where the application 
was made were reached. Later, with the help of colleagues working in this field, the scales were applied in many 
universities in the country. The aim is to reach as many people as possible. 

Data Collection Tools 

Within the scope of the study, “Computational Thinking Scale” was developed by the researcher as a data collection 
tool. This scale consisted of 3 factors and 30 items. Scale factors were robotic coding and software, computational 
thinking, professional development and career planning. A number of procedures were applied during the preparation 
phase of the scale developed by the researcher.  

First, exploratory factor analysis was performed. At this stage, the pool of items, expert opinion, content and 
appearance validity, pilot implementation and data collection, data analysis (SPSS 23) were obtained. In the second 
confirmatory factor analysis, construct validity, convergent and divergent validity values were calculated. Finally, the 
expert opinion was re-applied, and the scale was finalized. 

Results 

In the scope of the study, the first draft items were presented to expert opinion. Table 1 presents the results of the 
expert opinion (Content Validity Ratio – CVR / Content Validity Indexes - CVI) using the Lawshe (1975) technique. 

Table 1. Expert opinion results 

Item CVR Item CVR Item CVR Item CVR Item CVR 
1 0.87 12 0.93 23 0.87 34 0.93 45 0.87 
2 0.93 13 0.93 24 0.87 35 0.87 46 0.93 
3 0.87 14 0.87 25 0.93 36 0.40 47 0.87 
4 0.93 15 0.93 26 0.87 37 0.93 48 0.93 
5 0.93 16 0.87 27 0.93 38 0.87 49 0.93 
6 0.40 17 0.93 28 0.93 39 0.93 50 0.40 
7 0.40 18 0.93 29 0.40 40 0.87 51 0.40 
8 0.93 19 0.40 30 0.40 41 0.93 52 0.87 
9 0.87 20 0.40 31 0.87 42 0.93 53 0.93 

10 0.40 21 0.93 32 0.87 43 0.40 54 0.93 
11 0.40 22 0.93 33 0.93 44 0.40 55 0.93 

Overall CVI = 0.87 

Table 2 shows the number of expert opinions and acceptable content validity values used in Lawshe technique. 

Table 2. Lawshe (1975) technique experts and acceptable value ranges 

Number of Experts Minimum CVR Value Number of Experts Minimum CVR Value 
5 0.99 13 0.54 
6 0.99 14 0.51 
7 0.99 15 0.49 
8 0.78 20 0.42 
9 0.75 25 0.37 

10 0.62 30 0.33 
11 0.59 35 0.31 
12 0.56 40+ 0.29 
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In this study, 55 items were determined by experts and doctoral theses in the field of scale development, 1 Professor, 4 
Associate Professors, 5 Doctors and 5 research assistants who are similar in line with their opinions, do not fit the scale 
structure, do not enter the subject area and thought to serve the purpose the number of items was reduced to 42 by re-
examining the related literature. When the CVR value of the scale items was examined, the lowest item was 0.87, and 
the highest item was 0.93. In addition, the CVI value of the overall scale was found to be 0.87. This shows that the scale 
items explain the structure by 87%. In the light of the expert opinions of the prepared draft scale items, pilot 
applications were made first, and the results obtained were examined. In this context, there are prerequisites to be 
performed and some procedures to be performed for factor analysis (Cokluk, Sekercioglu & Buyukozturk, 2014). These 
operations were data set and determination of lost data, control of the assumption of normality, determination of 
extreme values and examination of the multi-connection problem. First of all, the data set was examined, missing data 
were determined, normality assumption was checked and extreme values (eight extreme values) were determined. 
Then, multiple connection cases were examined (Tolerance Value = 0.79; 0.85; 0.91 / Variance Inflation Factor Value = 
1.12; 1.87; 1.96) and exploratory factor analysis phase was started after the related arrangements were made.  

Table 3. Kaiser-Meyer-Olkin (KMO) and Bartlett sphericity test results 

KMO Coefficient 0.91 

Bartlett Sphericity Test 
Chi-square value 7013.07 
df 435 

 p (p<0.05) 0.00 

When Table 3 was examined, it was found that Kaiser-Meyer-Olkin (KMO) value was 0.91 and Bartlett Sphericity value 
was found to be significant at p <0.05 level. The fact that KMO value is greater than 0.50, and Bartlett Sphericity test 
result is significant (p <0.05) indicates that there is a sufficient sample size for factor analysis and that there is a desired 
relationship between scale items (Tabachnick & Fidel, 2007). 

Table 4. Eigenvalue and variance ratio results 

Number of factors Eigenvalue Variance (%) Cumulative (%) 
1 8.26 25.05 25.05 
2 4.89 17.82 42.88 
3 2.83 10.44 53.33 
4 0.88   
5 0.75   

When Table 4 is examined, by approximately 5 factors whose eigenvalues were greater than 1 and 1. In this context, the 
explained variance ratio of factor 1 was 25.05%, the explained variance ratio of the second factor was 17.82%, and the 
explained variance ratio of the third factor was 10.44%. The explained variance ratio of the whole scale was 
determined as 53.33%. It is stated that this value should be at least 30% in single-factor studies and should be at least 
40% and above in multi-factor studies (Simsek, 2007). It can be said that the total variance of the scale developed in 
this context is sufficient (Tavsancil, 2006). Figure 1 shows the scree plot graph of the scale. 

 

Figure 1. Scree plot graph  



   International Journal of Educational Methodology  425 

Figure 1 shows that the eigenvalue for the scale can be composed of 4 factors at the breaking point where there are 
many values greater than 1 and 1. However, the scree plot graph should be evaluated and made significant with the 
eigenvalue ratios and explained variance ratio in the factor determination process (Cokluk et al., 2014). For this reason, 
it can be said that it is appropriate to use a 3-factor structure because the factor groups determined by the researcher 
(determined as 3 factors) are sufficient, and the results obtained are within the desired value ranges (McMillan & 
Schumacher, 2006). Another point that should be checked in exploratory factor analysis is item factor loads (Fraenkel & 
Wallen, 2003). In many studies, it is stated that this value is accepted as 0.30 or above (Buyukozturk, 2010). Selecting 
this value at higher rates will cause the research to have better quality scale items. In this case, it will make your work 
qualified. Because of this functionality, this value was determined as 0.40 or above. In Table 5, item factor loads and 
Cronbach’s Alpha values of the factors were presented. 

Table 5. Item factor loads and Cronbach’s Alpha values 

  Factor Loads  
Item No 1 2 3 Rotated Loads Cronbach’s Alpha 

A1 0.67   0.79 

0.92 

A2 0.78   0.78 
A3 0.30   0.73 
A4 0.11   0.72 
A5 0.79   0.72 
A6 0.30   0.70 
A7 0.73   0.69 
A8 0.65   0.69 
A9 0.70   0.68 

A10 0.72   0.67 
A11 0.22   0.66 
A12 0.66   0.65 
A13 0.59   0.64 
A14 0.69   0.61 
A15 0.64   0.59 
A16 0.68     
A17 0.61     
A18 0.69     
A19 0.22     
B1  0.68  0.74 

0.84 

B2  0.73  0.74 
B3  0.68  0.73 
B4  0.67  0.72 
B5  0.69  0.72 
B6  0.74  0.70 
B7  0.70  0.69 
B8  0.37  0.68 
B9  0.74  0.68 

B10  0.15  0.67 
B11  0.72    
B12  0.29    
B13  0.72    
B14  0.22    
C1  0.33  0.75 

0.88 
C2  0.70  0.74 
C3  0.72  0.72 
C4  0.67  0.70 
C5  0.74  0.67 
C6  0.36    
C7  0.75    
C8  0.11    
C9  0.04    

 Overall Cronbach’s Alpha (42 items) 0.86 

 

Table 5 shows that the value range of item factor loads varies between 0.59 and 0.79. Item factor loads are expected to 
be higher than 0.32 when the related literature is examined. However, this criterion was determined as 0.40 in our 
study. In this context, a total of 12 items were removed and 30 items remained. When the scale is examined, it is seen 
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that item factor loads are within the acceptable value range. In Table 6, item-scale correlations and t-test results 
between groups were presented. 

Table 6. Item-scale correlations and t-test results between group means 

Item  
no 

Item-total 
Correlations 

The t-value of the 
difference between 

the Sub/upper 
group means 

Item  
no 

Item-total 
Correlations 

The t-value of the 
difference between 

the Sub/upper group 
means 

1 0.62** 8.88* 22 0.55** 7.45* 
2 0.76** 10.15* 23 0.57** 6.87* 
3 0.11 - 24 0.60** 8.25* 
4 0.19 - 25 0.77** 8.74* 
5 0.84** 11.24* 26 0.71** 8.42* 
6 0.21 - 27 0.10 - 
7 0.77** 10.02* 28 0.72** 10.75* 
8 0.64** 9.05* 29 0.21 - 
9 0.79** 11.74* 30 0.86** 11.97* 

10 0.69** 9.94* 31 0.22 - 
11 0.20 - 32 0.88** 12.04* 
12 0.70** 9.21* 33 0.15 - 
13 0.82** 8.96* 34 0.14 - 
14 0.63** 8.54* 35 0.75** 11.74* 
15 0.57** 7.46* 36 0.74** 11.05* 
16 0.73** 10.25* 37 0.73** 11.32* 
17 0.63** 9.45* 38 0.69** 10.41* 
18 0.55** 7.14* 39 0.22 - 
19 0.11 - 40 0.65** 9.75* 
20 0.67** 9.45* 41 0.24 - 
21 0.66** 9.85* 42 0.13 - 

* p <0.01 ** Correlation is significant at 0.01 level. 

Table 6 shows the item total correlation values and the 27% subgroup upper group averages. In this context, the 
questions numbered 3, 4, 6, 11, 19, 27, 29, 31, 33, 34, 39, 41 and 42 were obtained because the correlation values and t-
test results were considered, and the results are similar to Table 5. Table 7 shows the correlation results of scale 
factors. 

Table 7. Correlation results for factors 

Factors Factor 1 Factor 2 Factor 3 
Factor 1 1.00 0.89 0.91 
Factor 2 0.89 1,00 0.92 
Factor 3 0.91 0.92 1,00 

When Table 7 is examined, it is seen that there were three different factors that make up the scale. The correlation 
values of these factors were quite high. This shows that the construct validity and appearance validity of the scale are 
provided and the scale items are meaningful as a whole. In the literature review, it is seen that scale development 
studies have a two-stage structure (George & Mallery, 2010; Ozturk, 2010). First, exploratory factor analysis was 
performed. The resulting scale structure was then subjected to confirmatory factor analysis. The main purpose of 
confirmatory factor analysis was to check the accuracy of the structure performed by exploratory factor analysis and to 
ensure the construct validity (convergent and divergent validity) of the scale (Cokluk et al., 2014). Figure 2 shows the 
structural equation model which is the result of confirmatory factor analysis. Table 8 shows the goodness of fit index 
values obtained by the CFA analysis. 

Table 8. Goodness of fit indexes values 

Fit Indexes Values Comment 
X2 1414.14 Appropriate value range 
Sd 780 Appropriate value range 

X2/df 1.81 Perfect fit 
p 0.57 0,05 pointless 

RMSEA 0.03 Perfect fit 
NFI 0.93 Perfect fit 
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Table 8. Continued 

Fit Indexes Values Comment 
NNFI 0.97 Perfect fit 
CFI 0.98 Perfect fit 

RMR 0.05 Perfect fit 
SRMR 0.04 Perfect fit 
AGFI 0.91 Perfect fit 
GFI 0.93 Perfect fit 
CN 304.68 Perfect fit 

When the general evaluation of the structure revealed as a result of EFA analysis is made as a result of CFA and SEM 
analysis, it was seen that the construct validity of the scale developed was provided and found values were within the 
target value ranges. 

 

Figure 2. Confirmatory factor analysis model 
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Discussion and Conclusion 

When the research findings related to the validity analyzes of the scale development studies conducted in the field of 
educational sciences are examined (Gul & Sozbilir, 2015; Kucuk, Yilmaz, Baydas & Goktas, 2014), it was seen that the 
scope and appearance validity is one of the most preferred validity types due to the nature of the scale development 
studies. While many studies (Dalgic, 2008; Kurnaz & Yigit, 2010; Yilmaz & Aydin, 2017) have included findings and 
information regarding the content validity of the literature, it has been seen that this information is often explained in a 
short way and no clear information can be found. Another issue that attracted the attention of the researcher in the 
literature review was content validity and appearance validity were often thought to serve the same purpose, and in 
most of the studies, the first stage of scale development was done. While the content validity helps to evaluate the 
whole structure as a whole, the appearance validity helps the researchers in terms of the fact that the completed 
structure is measuring the structure that it wants to measure and it seems to serve the purpose (Gul & Sozbilir, 2015). 
In this context, it is possible to use the content validity from the first stage to the last stage of the study, while the 
appearance validity should be used as the type of validity that should be made after the scale structure is completed. In 
this respect, it is considered appropriate to provide a detailed information about the content and appearance validity of 
the study by the researcher. 

When the scale development studies were performed on the content validity are examined, there were two types of 
investigations as stated by Erkus (2012). The first of these is the logical way (non-statistical), and the second is the 
statistical way. Logical examinations are often studies in which a general assessment is made by interview or written 
and oral notification (Yurdagul & Bayrak, 2012). Statistical studies are the studies that use statistical procedures such 
as content validity ratio and content validity index to understand the developed scale items, the appropriateness of the 
collected data to the targeted sampling and so on. In order for the expert opinions obtained from the preliminary 
studies to be valid and in harmony, content validity ratio and content validity index values developed by Lawshe (1975) 
and updated by Wilson, Pan and Donald (2012) should be examined. Lawshe technique requires at least 5 and at most 
40 experts (Yurdagul & Bayrak, 2012). Each item that is thought to be included in the scale is rated in the form of expert 
opinions. In this study, 15 experts were consulted, and a very large number of experts were reached. In the scope of the 
study, approximately 55 items were examined by experts, 1 professor, 4 associate professors, 5 assistant professors 
and 5 research assistants. The number of items was reduced to 42 by re-examining the related literature. 

Within the scope of the research, first of all, the data whose content and appearance validity was completed, and which 
was made suitable for pilot application as a result of expert opinions and as a result of this, pilot data were analyzed. 
The analysis phase of the data consists of 2 parts. In the first part, exploratory factor analysis was performed with the 
help of SPSS 23 package program, and then the scale structures determined were subjected to confirmatory factor 
analysis by means of LISREL 9.2 package program, and necessary analyses were performed to verify their structures. 
There were some prerequisites and some procedures to be performed in order to perform exploratory factor analysis 
(Cokluk et al., 2014). Data set was examined, lost data were determined, normality hypothesis was checked, extreme 
values were determined, and multiple connection problem was examined. After necessary corrections were made, 
exploratory factor analysis was started (Tabachnick & Fidell, 2007). When the results of factor analysis were analyzed, 
the first data were found to be suitable by using Kaiser-Meyer-Olkin (KMO) coefficient and Bartlett sphericity test 
(Cokluk et al., 2014). The fact that KMO value was greater than 0.50 and Bartlett sphericity test result was significant (p 
<0.05) indicated that there was a sufficient sample size for factor analysis, and that there was a desired level of 
relationship between scale items (Tabachnick & Fidel, 2007). In addition, a significant Bartlett sphericity test indicated 
that the data fulfills the characteristics of linearity and multiple homogeneity. As a natural consequence of this 
situation, it can be said that the data comes from a normal distribution (Tabachnick & Fidell, 2007; Yilmaz & Aydin, 
2017). Correlation matrix and anti-image correlation matrices of the scale were also examined, and it can be said that 
the relations of the scale items with each other were at the desired level, and there was not a very high relationship 
between the scale items (this is a desired case). As a result, there was no multiple connection problem (Simsek, 2007). 
If there was a relationship between 0,90 and above, the scale items should be combined because both scale items serve 
almost the same purpose. For this purpose, when the first subscale was examined, it was seen that all scale items are in 
the desired value ranges. 

After examining the suitability of the data for factor analysis, it was decided to determine how many factors the scale 
would consist of. The most commonly used method for determining factors is the eigenvalue statistics and scree plot 
results. Determining the number of factors in studies conducted to develop the scale is often among the departments 
where the researchers spend the most time (Cokluk et al., 2014). The point to be considered here is to pay attention to 
the selection of factors with eigenvalue results greater than 1 and 1 (Buyukozturk, 2010). When the eigenvalue table of 
our scale was examined, by approximately 4 factors with eigenvalues greater than 1 and 1. However, when the field 
literature was examined, it was stated that it was appropriate to terminate the factor groups when an eigenvalue ratio 
starts to appear less than the multiples of 2 and 2 (this ratio was seen as 3 or 4 times in some sources) (Tabachnick & 
Fidell, 2007). When the eigenvalue and variance ratios table continues to be examined, it was seen that the total 
variance rate explained is 53.33%. 
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It was stated that this value should be at least 30% in single-factor studies and should be at least 40% and above in 
multi-factor studies (Simsek, 2007). It can be said that the total variance of the scale developed in this context was 
sufficient (Tavsancil, 2006). When the studies carried out by developing scales, factor groups were often determined 
beforehand, and whether the results obtained were in compliance with these determined factors, and often the items of 
the scale were not subject to examination at the factor level. It is also observed. When the Figure 1 is examined, it can 
be seen that the eigenvalue for the scale can be composed of 4 factors at the breaking point where there are many 
values greater than 1 and 1. However, the scree plot graph should be evaluated and made significant with the 
eigenvalue ratios and explained variance ratio in the factor determination process (Cokluk et al., 2014). For this reason, 
it can be said that it is appropriate to use a 3-factor structure because the factor groups determined by the researcher 
(determined as 3 factors) are sufficient and the results obtained are within the desired value ranges (McMillan & 
Schumacher, 2006). 

When item factor loads and common variance values were examined, it was stated that this value should be 0.32 or 
above (Buyukozturk, 2010). Selecting this value at higher rates will provide the research to have higher quality scale 
items, and in this case, it will make your work qualified. Because of this functionality, this value was determined as 0.40 
or above. After determining the factors in the study, it was decided to have a three-factor structure within the 
framework of the related field literature. The factors created were named as computational thinking, robotic coding 
and software, professional development and career planning. Considerations for selecting and eliminating items for the 
scale developed by the researcher are detailed below; 

1. First of all, the item pool was created by supporting the literature and presented to the expert opinion. Lawshe 
(1975) technique was used for content and appearance validity. 

2. After the expert's opinion, the pool of items was applied to a group of 426 participants as a pilot application 
and the data obtained were examined. At this stage, substances which did not show normal distribution were 
determined, but not in the first stage. After determining these items, correlation matrices and anti-image 
matrices, lower and upper group 27% item total correlations, common variances, item factor loads and 
whether or not having overlapping values were examined. After all these evaluation stages, the items that were 
decided to be removed were evaluated in several different aspects and subjected to removal procedures and 
finally, the expert opinion was re-applied (Buyukozturk, 2010). 

3. As a result of the examination of item 3 factor loads, the lower limit of 0.32, which has a general validity, was 
taken into consideration and this value was determined as 0.40 by the researchers in order to have higher 
quality of the study. 

4. Finally, 27% of the subgroup and the upper group were examined and item-total correlations were excluded 
from the scale structure of p <0.05. As a result, none of the items extracted in the scale structures were directly 
screened, and their specific processes were evaluated together and subjected to a detailed screening process. 

After exploratory factor analysis, confirmatory factor analysis was performed. The results of the confirmatory factor 
analysis should be compared with the goodness of fit index values. The first process to be performed as a result of CFA 
will be to examine the X2/df ratio. It was stated that this value is acceptable in some sources as 5 or less, that it is at a 
good level of harmony if it is 3 or less, and that it indicates perfect fit when it is 2 or less (Calvini, Fini & Ranieri, 2008). 
This value indicates that the sample size was sufficient and that the items of the scale could come together under 
certain groups in a meaningful way. It corresponds to some kind of KMO and Bartlett test. The second step in the CFA 
analysis is to check p significance level and RMSEA index value. P significance value is expected to be p> 0.05 here 
(Kline, 1994). This is a problem arising from the assumption that the scale items prepared in likert type are assumed to 
be continuous data (Cokluk et al., 2014). Therefore, many goodness of fit indices, especially RMSEA, should be 
examined respectively. First of all, SEM model and path diagram are obtained in CFA analysis. Here, standard values 
and t-values should be examined respectively. Item factor loads are reached with standard values and error rate is 
determined for each variable. The error rate was expected to be 0.90 and above. When t-values are considered, all of 
these values were expected to be higher than the limit value of 1.96 (Yilmaz, 2018). When the fit indexes obtained from 
the CFA analysis of the scale are examined, it was seen that the X2/df value had a perfect fit. This shows that the sample 
size was sufficient to test the construct validity of the road analysis generated by SEM and that the scale items could be 
collected under certain groups. When the relevant literature on the sample size was examined, several different views 
emerge (Ardies, Maeyer & Gijbels, 2013; Gul & Sozbilir, 2015). These thoughts that prefer a sample size of at least 300 
or more in the Likert type scale applications of the sample size, and that the sample should be used between at least 5 
and 10 times the number of items in the scale. In this respect, our sample size (n= 342) complies with both views, but 
supports both X2/df and CN = 304.68. When other fit indices obtained from CFA analysis were examined, RMSEA, NFI, 
NNFI, CFI, SRMR, RMR, CN, AGFI and GFI values were found to have excellent compatibility. When the general 
evaluation of the structure revealed as a result of EFA analysis was made as a result of CFA and SEM analysis, it was 
seen that the construct validity of the scale developed was provided, and the values found were within the target value 
ranges. Within the framework of the results of the study, the following recommendations can be made to the 
researchers; 

1. Computational thinking has a very broad framework. Therefore, limit your topics when creating an item pool. 
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2. Good statistical knowledge is required in the scale development process. It is recommended that you first 
receive a sufficient level of statistical training before you begin. 
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1 I can solve the problems I face with computational thinking skills in a more systematic way.      

2 I can distinguish between the concept of computer science, construction and informatics.      

3 I can show computational thinking and theoretical and applied behaviors together.      

4 
Computational thinking makes it easy for me to understand the concepts of data, 
information, information and technology. 

     

5 I think my computational thinking and problem solving skills increase.      

6 
I think my computational skills, such as classification, classification and grouping, have 
improved through computational thinking. 

     

7 
I can say that my computational thinking skills and individual research independence have 
improved. 

     

8 With computational thinking, I can focus more comfortably on the process.      

9 When I practice with computational thinking in science class, I concentrate more easily.      

10 
With computational thinking, I can handle many of the problems in my life in a more logical 
way. 

     

11 It offers a system of work focused on computational thinking process and product.      

12 
Computational thinking allows me to approach individual and group work in a more 
moderate way. 

     

13 Computational thinking allows me to follow today's technology more closely.      

14 
I gain the behavior of systematically approaching problems through computational 
thinking. 

     

15 
Computational thinking is a long-term process that requires intensive attention and gives 
the ability to work disciplined for a long time. 
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16 I can assimilate information-oriented application processes (robotics, coding) more easily.      

17 I can adapt more quickly to software-based content development.      

18 
I think my scientific process skills have improved with robotic coding, software skills, and 
computational thinking activities. 

     

19 I'm not afraid of the complexity of software systems.      

20 Computational thinking increases my interest and curiosity in software and robotics.      

21 I believe that software education will be the education system of the future.      

22 I'm more interested in coding and robotics every day.      

23 I would like to develop my own software language if I have the opportunity.      

24 I think it would be appropriate to include software courses at undergraduate level.      

25 I think software training should start at a very early age.      
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26 
I can use computer science, software technology, hardware technology and internet 
technology in a multidisciplinary way with computational thinking. 

     

27 I'm thinking of working for a big software company in the future.      

28 
Computational thinking provides students with the requirements of the digital age at 
undergraduate level. 

     

29 I think to use the technologies I developed for the welfare of society.      

30 
I think that there should be mass awareness and state support on robotics, coding, 
software, information and information processing thinking. 

     

 


