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Abstract. In recent years, Algerian universities have become aware of
the interest of electronic archiving and the digitization of archives for
a better management of their documents. The development of systems
enabling the analysis and understanding of archival documents became
an unavoidable need. The present paper follows this trend; it proposes a
system for the analysis of the physical structure of Algerian baccalaure-
ate transcripts, stored in the universities archives. The proposed system
proceeds in two phases: 1) preprocessing, in which several operations are
applied in order to reduce the noise present in the input images. 2) Seg-
mentation; It starts with the elimination of the transcript border. Then,
it extracts the text lines and the blocks, based on RLSA algorithm and
the projection profiles analysis. After, it proceeds to the classification of
the blocks in three: textual block, table, and graphic. Finally, it recovers
textual content from textual blocks and tables.

Keywords: structure of document · document understanding · segmen-
tation · document image.
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1 Introduction

Important documentary collections currently exist in libraries, societies and
archives. The preservation and archiving of these documents and their access
to a large number of people is today an unavoidable need. In fact, with the
development of technology and the world, paper documents have been replaced
in transactions by electronic documents, which allow to easily extracting and
reusing information. A tendency to convert existing paper documents into elec-
tronic documents has even appeared, by digitizing paper documents, in order
to take profit of electronic document advantages. Digitization is therefore the
adopted solution; it allows the original document to be reproduced with sufficient
quality as an electronic document for long-term preservation and communication,
but it only provides images of documents, which is not always sufficient. Indeed,
it is often necessary to access to the contents of digitized documents and possibly
modify them. This is the purpose of Document Analysis and Recognition. Doc-
ument analysis and recognition consists of converting a paper document into an
electronic document based on the analysis and interpretation of document. This
is the reverse process of document production. This discipline includes a set of
computer techniques whose purpose is to reconstruct the content of a document
from its image to facilitate the retrieval, indexing and automatic classification of
documents. In order to achieve this goal we must know the studied documents
to analyze their structures.

In most cases, the documents to be analyzed contain several pieces of infor-
mation, not only the text or the written characters, but also the type and size
of the used font, the writing color, in addition to other additional information
describing the organization and the structuring of the different elements of the
document. Without this additional information provided by the structure of a
document, the correct reading or localization of the document would be impos-
sible. Therefore, the understanding of a document requires the recognition of
its structure in addition to its text and then any information constituting this
document can be located correctly [19]. Noting that two levels of structure exist
in the documents: the physical structure which describes the layout of the doc-
ument, the different text blocks, their arrangement relative to each other, etc.
and the logical structure which is a designation to the semantic content of the
document and thus the correspondence between the physical regions and their
function.

In fact, as other several administrations, the digitization and dematerial-
ization of archives is a current trend of Algerian universities. This digitization
allows to preserve the records of students, employees, etc., the invoices, pur-
chase orders, mission orders, etc., in an electronic form but this digitization is
not enough. It must be accompanied by methods and techniques that facilitating
their automatic analysis and search.

The present work fits into this context. We are interested in analyzing the
images of Algerian baccalaureate transcripts, which is one of the most important
documents in the students file. And as we said previously, the analysis of a
document is only possible through the recognition of its structures; we propose
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in this paper a system aiming to the segmentation or the extraction of the
physical structure of the Algerian baccalaureate transcripts.

The remaining of this paper is organized as follows. We first present an
overview of the document segmentation approaches existing in the literature.
In a second phase, we describe the characteristics of Algerian baccalaureate
transcripts. Then, we present our proposed approach for the segmentation of
the Algerian baccalaureate transcripts while detailing the various steps included,
before concluding.

2 State of the art

The segmentation or the analysis of physical structure of documents has gener-
ated a great number of researchs in the literature. Several segmentation methods
have been proposed and several review papers and comparative studies have been
published. However, as announced [13] and [26], the proposed methods and tech-
niques are classified into three main classes or approaches: bottom-up, top-down,
and hybrid. [38] adds a fourth approach to multiscale resolution methods.

2.1 Bottom-up approach

The bottom-up approach is guided by data. The methods of this approach start
with the lowest level until reaching the highest level in the document page.
That means that they start at the connected components level, merge them into
words, and then merge these words into lines, the lines in blocks, until the page is
completely reconstituted. In this approach, several aspects have been exploited
and various techniques and algorithms have been proposed.

One of the main bottom-up methods is Run Lengh Smoothing Algorithm
(RLSA) proposed by Wahl et al. in 1982 [40]. This algorithm consists in black-
ening in a given direction, the segments of white pixels of length less than a
given threshold. The segmentation is then obtained by applying the logical op-
erator AND on the two images respectively resulting from horizontal smoothing
and vertical smoothing. Thus, several authors have tried to extend RLSA al-
gorithm in order to use it for the segmentation of more complex documents.
Yamashita [43] for example proposes an RLSA smoothing algorithm with an
adaptive threshold. As a result, a slightest change in the spacing between words
and in the fonts size has little effect on the segmentation result. Shi and Govin-
daraju [33] describes a fuzzy RLSA for line segmentation of complex handwritten
documents. In [32], a modified version of RLSA called spiral RLSA has been pro-
posed to extract graphics from document images.

Another important category is that of methods using connected components.
Fisher [14] combined the connected components extraction with a smoothing
algorithm. The physical structure blocks are formed from the connected compo-
nents and their enclosing rectangles, based on a set of features of the connected
components. Another method using connected components has been presented
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by Drivas in [4]. This method consists of a set of algorithms. One of these al-
gorithms allows the segmentation and the other do the labeling of the obtained
blocks in text or figure. Voronoi diagrams have also been exploited. One of the
methods based on the approximate surface of Voronoi diagrams has been pre-
sented by Kise et al. in 1998 [21]. This method includes the following steps:
extraction of the sampling points located on the connected components edge,
noise elimination, generation of Voronoi diagram by using the obtained sam-
pling points, and finally removal of the Superflus edges of Voronoi. Agrawal and
Doermann have improved the original Voronoi algorithm with Voronoi ++ which
adapts Voronoi parameters to the local spatial context [1]. Then they proposed
in [2] a fuzzy version of it (with fuzzy edges) called CVS.

Other methods of segmenting technical documents are based on Cluster-
ing technique. O’Gorman [29] introduced ”Docstrum” technique, which is based
on the combination of bottom-up analysis and Clustering based on k-Nearest
Neighbors. Faure and Vincent [17] used geometric clustering to segment histori-
cal documents. The interesting add that they have is the use of a trust value for
each alignment (line of text) and a post-processing for conflict resolution in case
of incoherence between two lines of text. Methods using window-based filtering
rely on a scan of any size window on the entire document image. Lebourgeois [22]
uses a 8 3 pixel filter. The sampled image is dilated by a horizontal structured
element to gather adjacent characters. Each connected component is defined by
an enclosing rectangle and by the average of lengths of black pixels ranges. If the
connected component is within the range, it will be classified as text area that
will be merged into blocks, otherwise it will be classified as a non-text area.

2.2 Top-down approach

The top-down approach is often used for documents with a well-defined struc-
ture. The segmentation in this approach is based on a strong prior knowledge
of the document model to cut it into increasingly fine blocks. These methods
start with the highest level (the entire image) until reaching the lowest level
(connected components). In this approach, several algorithms may be derived.

An example of an algorithm using the top-down strategy is the famous X-
Y cut algorithm [27], which is more suitable for structures of Manhattan type.
The basic assumption is that the structured elements of the page are usually
presented in rectangular blocks, but also that the blocks may be divided into
groups so that adjacent blocks, in a group, have a dimension in common. The
document is successively divided into small rectangular blocks by alternating
horizontal and vertical cuts along white spaces found using a projection profile
threshold. Several improvements to the X-Y Cut algorithm have been proposed.
In [3], topological rules have been introduced to allow the hypothesis of rectan-
gular blocks to be relaxed by allowing polygons through the segment tracking
method. Sylwester and Seth [36] proposed to use a learning module in order to
dynamize the division thresholds. In 2012, Ouwayed and Belaid [30] used projec-
tion profiles to segment multi-oriented documents. They first made an alignment
of the document with rectangles. Then they calculated the projection profile of
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each rectangle according to several directions. Next, they used heuristics com-
bined with local projection profiles to detect regions with non-homogeneous text
orientation and lines of text.

Some other methods try to segment the document by identifying the straight
lines in the document. Authors in [25] divide the connected components hori-
zontally into blocks based on the average height of the characters. Once this
partitioning is done, they apply Hough transform on the centers of gravity of
each block to detect the lines of text. In 2015, Wang et al. [42] tried to recon-
struct the borders of frames in comics to segment them. Their algorithm is able
to segment frames with only two apparent boundaries, but is limited to quadran-
gular regions. They separate the background, then they use another algorithm
to adjust the quadrangles to the candidate frames. This is followed by a classifi-
cation of the complexity of the frame and specific heuristics are used to complete
the border of the frame.

Image background analysis has also been exploited. One of the first works
based on the analysis of the white areas is the work of Spitz [34]. Its principle
is to search for white flows in both vertical and horizontal directions, and to
exploit them as generic delimiters of structures. Antanacopoulos [5] proposed a
method, which consists of finding the longest range of pixel values in the vertical
direction to blacken areas. However, it uses rectangles of different sizes to cover
the image background. The extraction is done by considering the edges of the
rectangles coinciding with the edges of blackened areas. Chen et al. [9] analyze
white space to segment the document into text columns. Connected components
are grouped into horizontal strings to create whitespace between these strings.
Then, they are grouped vertically to create white row / column separators. This
algorithm won the two segmentation competitions of ICDAR 2013 [16].

Other methods rely on the structure description by a grammar. Couasnon
designed in 2006 a method called DMOS (Description and Modification of Seg-
mentation), consisting of a new grammatical language and an associated analyzer
[11]. The proposed language can describe any layout and the associated analyzer
recognizes this layout in an image. In 2008, Lemaitre et al. [24] improved this
work by adding a multi-resolution approach that made it flexible enough to seg-
ment handwritten letters and identify lines of text in administrative documents
in French and Bengali. Carton et al. [8] then continued this work with an inter-
active learning step that may create a exhaustive set of models for a large set of
data.

2.3 Hybrid approach

The hybrid approach combines bottom-up analysis to extract local primitives
and top-down analysis to search for global primitives. In this approach we dis-
tinguish various subclasses of methods.

A large majority of methods collaborate several bottom-up and top-down
techniques for better results. For example, in 1989, Wang [41] describes a method
based on the combination of RLSA algorithm and the recursive X-Y Cut algo-
rithm to extract homogeneous rectangular blocks from a newspaper’s page. The
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blocks are then classified according to the statistical textual features and decision
techniques of the space. Another more recent significant work was the Multilevel
Homogeneous Structure (MHS) method developed by Tran et al. [37] which won
the ICDAR (International Conference on Document Analysis and Recognition)
complex document segmentation competition in 2015. This method works by
iteratively classifying the connected components according to the analysis of
homogeneous regions at several levels and the white spaces.

Syntactic analysis which has its origins in compiling computer programs has
been approached for the recognition of physical structures of documents. The
system proposed in [28], begins with the segmentation of the document using
the X-Y Cut algorithm. Then, syntactic analysis is applied in order to extract
the physical blocks. Indeed, the syntactic analysis is done in order to gener-
ate a grammar by type of documents. This grammar expresses the predefined
structure conventions of the journal’s publications. A similar approach was used
by Viswanathan in [39]. Thus, the pages of technical journals are analyzed ac-
cording to a syntactical approach in order to hierarchically identify their spatial
structure. Publication-specific knowledge is used in block segmentation. The
information is meticulously encoded as block grammars used to describe the
relationships between different classes of entities or blocks.

Another subclass of hybrid methods is that of split and merge methods. The
method proposed in [31] allows to distinguish between bitonal and non-bitonal
regions while allowing the separation between text and graphics. It begins with a
descending segmentation to create an over-segmentation of the document. Then
the similar and close segments are merged to form a region. Finally the sepa-
ration between text and graphic is done using the black pixel density criterion.
Stamatopoulos et al. [35] design a procedure to improve the performance of in-
dividual segmentation algorithms by combining their results. The procedure is
based on overlapping regions produced by the algorithms. All areas less than
90% of overlap are split based on their intersection, followed by a merging from
the regions with the highest overlap.

Other methods make allow to segment a document image from different rep-
resentations of it. These representations are obtained for different levels of resolu-
tion of the original image. In [23] for example, a two-level analysis of resolution
is performed for line segmentation of text. The first resolution allows to find
the main orientation of the lines. The second is used to allow the extraction of
precise features on the connectivity of the inter and intra-line components. The
features extracted on these two levels are then combined by a rule-based method
to extract the lines of text.

3 Characteristics of Algerian Baccalaureate transcripts

After the physical analysis of the various baccalaureate transcripts, distributed
over different years (from 1997 to 2015), we noticed that almost every year the
format of the transcripts changes (see Fig. 1), but the data remain the same
Frame, Heading, Registration number (R.N) of the student, Student Informa-
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Fig. 1. Examples of baccalaureate transcripts of various formats.
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tion, Year, Branch of study, Scores table, etc.. However, the variations are at
several levels; for example, at the level of paper quality (standard or special
paper), the writing font, the language with which the student’s information is
written (Arabic or French), the stamp and the signature, the text and back-
ground colors,etc.

According to Fig. 1, it can be noted that the scores table is usually in the
middle of the baccalaureate transcript and the average table is below it. It should
also be noted that the frame of these two tables is a simple rectangle or a
rectangle with rounded corners. Then there are several branches of study in
high schools in Algeria, and the branches are different from each other by the
number and the content of courses.

From this physical analysis, we extract the physical and logical structures of
the Algerian baccalaureate transcript. They are shown in Fig. 2.

Fig. 2. Physical and logical structure of an Algerian baccalaureate transcript, (a) Phys-
ical structure, (b) logical structure [19, 20].

4 Proposed system

We describe in this section the proposed approach for the segmentation of Al-
gerian baccalaureate transcripts. The proposed approach consists of several pro-
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cessing steps grouped into two main modules: preprocessing and physical struc-
ture extraction, as shown in Fig. 3.

The techniques and methods adopted in the system are all state of the art
techniques that proved their ability and effectiveness in the literature. They have
been chosen for their effectiveness and simplicity.

Fig. 3. Block diagram of the proposed approach.

4.1 Preprocessing

Preprocessing gathers a set of operations aimed to eliminate the noise, reduce
the degradations, and preserve only the useful information of the image. This
will prepare the ground for the next steps of processing. In our approach, the
preprocessing includes filtering, grayscale transformation, binarization, and skew
correction.
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Filtering To improve the quality of a document image, several filtering may be
applied. In our case, the purpose of the filtering is to make better, the details
in the transcript image, in order to have good foreground/ background separa-
tion results. For this, we use two filters which are very effective for documents
preprocessing:

Wiener filter: this is one of the most used filters for restoring document images
[15]. This filter is effective for processing images whose small details are not
enough present. Wiener filter increases the contrast between the texture and the
background while smoothing the background.

Median filter: Although Wiener filter improves the quality of the document; it
does not behave well when the image is strongly noisy. For this, we propose
to apply another filter namely the median filter. This filter eliminates impul-
sive noise where the pixels become randomly scattered on the image surface by
generating parasites.

Grayscale transformation this transformation is done simply by replacing
the color of each pixel of the image by the average of its values of red, green,
and blue.

Binarization it allows to separate the foreground from the background of the
image which produces two classes of pixels: background (in white) and scene (in
black). In fact, a large number of binarization techniques have been proposed.
In our system we chosen to use the method of Kefali et al. described in [18].
This is a ANN (Artificial Neurons Network) based method, proposed for the
binarization of old document images. In this method, the separation of image
pixels to ”blacks” or ”whites” is performed by a Multilayer Perceptron (MLP)
trained with back-propagation. Thus, the MLP does not compute or learn any
threshold but runs a direct binarization by classifying the image pixels into two
classes, because the binarization is a kind of two-class classification problem.
However, an MLP is first defined, and then trained over a set pixels from some
specific areas from different documents. For each pixel, local information (the
grey values of the pixel with those of its neighbors) and global information (global
mean and global standard deviation) are used as features to train the MLP.

The corresponding expected output is the binary value (black or white) of
the related pixel in the ground truth image. After training, the MLP is able to
output a binary value for all pixels of the image. The binarization result is shown
in Fig.4.

Skew correction the techniques that we will use for segmentation of the bac-
calaureate transcripts are sensible to the inclination, and because some of our
documents are inclined, a step of skew correction is required. However, we used
a simple skew correction method based on Radon transformation [7]. The choice
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Fig. 4. Binarization of an Algerian baccalaureate transcript, (a) grayscale image, (b)
binarized image.

of Radon transform is justified by its ability to describe the orientation of the
straight lines (which are present in the baccalaureate transcripts and form ta-
bles), the simplicity of its implementation, and its independence from the pre-
settings operations [6]. Radon transform is a tool allowing to plot the projection
histogram of the pixels according to well-defined orientations. According to [12],
Radon transform is defined by the following equation:

f (p, θ)

∫ +∞

−∞
f(p. cos(θ) − s. sin(θ) + s. cos(θ)).d (1)

Where θ is the projection angle, p is the coordinate of the point P on the
pixels projection hyperplane and s is the coordinate of the point P along the
perpendicular to this hyperplane.

Thus, Radon transform allows to concentrate the sum of pixels intensities of
a straight line at a point of the transformed space. A straight line in an image
is then transformed into a point of high intensity in the Radon space, as shown
in Fig.5.

Since Radon transform is only applicable to a square image, we proposed to
apply it to a square portion of the image with a surface equal to the width of the
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Fig. 5. Radon transform of an image, (a) image containing straight lignes, (b) Corres-
panding Radon space.

image width of the image. Moreover, according to the physical study that we
conducted, we noticed that the inclination in our transcripts can be of negative
angle, real (for example 0.6◦, -3.2◦, etc.), and that it never exceeds ± 15◦. Thus,
in order to cover all possible situations and to reduce the execution time, we
proposed to customize Radon algorithm so that it takes into account the angles
of real degrees between -15◦and 15◦.

From the obtained Radon space, the inclination angle θ may be extracted
easily and all that remains is to rotate the document image of angle θ. Fig. 6
illustrates the result of this step for a skwed document.

4.2 Physical structure extraction

The physical structure of the transcript is organized, as shown in Fig. 2, in blocks.
There are textual blocks, composed of one or more text lines, corresponding to
the student information, title, etc., and non-textual blocks. The non-textual
blocks can be tables (of notes and of average), or graphics (stamp and signature,
etc.).

To extract the physical structure of the baccalaureate transcripts, we precede
in our approach a hybrid segmentation. First, the border of the transcript is
separated from the image using a bottom-up technique because it carries no
relevant information. Then, the lines and the blocks are extracted from the
image of transcript without border. After that, the textual blocks are identified
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and the other blocks are localized. Finally, the localized tables are segmented
and their information is extracted.

Fig. 6. Skew correction of an Algerian baccalaureate transcript, (a) binarized image,
(b) deskwed image with an angle of 1.35◦.

Border separation according to the physical study of the baccalaureate tran-
scripts that we conducted, we noted that the most of transcripts contains dif-
ferent formats of the frame surrounding the document information: frame in the
form of a rectangle and so it is formed of a single connected component, frame
in the form of a series of stars or other geometric shapes, etc. There are also
other transcripts that do not contain any borders.

To separate the border of the baccalaureate transcript, we proceed with a
method based on RLSA algorithm. The idea is to gather the pixels of the frame
or the border into a single unit, and to separate them from the document, the
task that may be accomplished efficiently using RLSA algorithm. This latter
allows to connect black pixels separated by less than n white pixels according to
horizontal or vertical direction. In fact, the border takes the form of a rectangle
formed of four sides (top, bottom, right, left). Separating the border therefore
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requires the localization of its four sides on the document. Thus, the physical
study that we did allows us to know the approximate location of the four sides
of the border. The latter may differ slightly from one document to another, but
they are always located in the first parts (top, bottom, right, and left) of the
image with a thickness that never exceeds the value (document width / 10). To
find the horizontal sides (top and bottom) of the border, for example, we apply
the RLSA algorithm horizontally on the top and bottom parts of the image with
a threshold n = (image width * 10%). The localization of the two vertical sides
(right and left) is done in the same way but by applying a vertical RLSA on the
right and left parts of the image, with a threshold n = (image width * 20%).
The values of the threshold n have been chosen by experimentation so that they
allow to connect the closest components of the border.

The application of RLSA algorithm on the parts of the image containing the
horizontal (or vertical) sides of the frame leads to connect the black pixels of the
border that are near along the horizontal (or vertical) direction. At the end the
border becomes composed of a single object (Fig. 7). A connected components
labeling is then performed in order to gather all the pixels composing the border
into a single unit, and the border form the biggest connected component.

Fig. 7. Border detection, (a) binarized transcript image, (b) border detected using
RLSA algorithm.



62 A. Kefali et al.

Fig. 8. Border refinement and elimination, (a) connected component that do not belong
to the border, (b) border removerd.

In fact, RLSA can sometimes connect some connected components close to
the border with the components of the border. A refinement is then necessary
to remove the pixels which do not belong to the border, from the frame. To
do this, we create a new image containing only the border. Then, we redo the
connected components labeling on the part of image after the border. The labeled
connected components form small portions of the border but it is unclear whether
they actually belong to the border or not (see Fig. 8.a). These components are
then classified into border components and non-border components according
to certain size and dimension criteria. Finally, the frame separated from the
document image because its presence may influence the results of the following
segmentation steps. The transcript without border is shown in Fig 8.b.

Lines segmentation Once the border is separated from the image, only the
relevant elements of the transcript (text, tables, ...) remain in black on a white
background. And since the image is well oriented (after the skew correction
step), the text lines of the transcript may be extracted by a RLSA smoothing.
Thus a horizontal RLSA smoothing is applied to the resulting image of the
preceding steps in order to eliminate the spaces between the words close of the
same text line. In addition, a vertical RLSA smoothing is applied in order to
connect the diacritic marks to their corresponding words (because the transcripts
are in Arabic and the diacritics marks are strongly present in Arabic script).
Noting that the transcript contains several blocks (heading, title, decree, student
information, scores table,...) and that two blocks may overlap horizontally. For
example, from Fig. 2, the block ”R.N” and the block ”Year + Branch” overlap
horizontally. Therefore, the horizontal RLSA threshold n must be chosen so that
it connects the words of a text line of a block, and at the same time does not
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Fig. 9. Horizontal and vertical RLSA for detecting lines and blocks, (a) lines detected
using horizontal RLSA , (b) first extraction of blocks using vertical RLSA.

allow to connect the text lines which belong to two horizontally overlapping
blocks (n = (image width * 7%)). Fig. 9.a shows the result of this step.

Blocks extraction the blocks can be extracted using RLSA algorithm together
with the projection profile analysis. At first, we apply RLSA technique vertically
with a predetermined threshold, on the resulting image of the previous RLSA
smoothing (Fig 9.b). This second smoothing RLSA aims to connect the text
lines of the same textual block or to connect the pixels, vertically close, of a non-
textual block. From the remark that the interline distance is smaller than the
distance between successive blocks, the smoothing threshold n must be chosen
carefully. It must be large enough to allow the connection of the lines of the same
block and at the same time must be insufficient to connect the blocks together.
n has been chosen equal to image height / 65.

In a second time, from the smoothed image by RLSA, we proceed to the
segmentation of the document into blocks based on the analysis of horizontal
and vertical projection profiles. The histogram of horizontal projections is first
obtained by calculating the number of black pixels in each line of the image
resulting from RLSA smoothing. As the document is well aligned, the corre-
sponding histogram of horizontal projections will consist of peaks and valleys,
representing the blocks and spaces between them respectively (Fig. 10.a).

The space between two consecutive valleys describes the height of a block
(or horizontally overlapped blocks). Then, we proceed to a second analysis of
vertical projection profiles on each block resulting from the first analysis. This
second analysis is performed to refine the block segmentation, by separating the
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Fig. 10. Blocks extraction based on projection profiles analysis, (a) projection profiles
of the smoothed image, the valleys are in red, (b) blocks extracted.

blocks that overlap horizontally and that are considered as a single block during
the first analysis. Thus, if the histogram has several peaks and valleys, this
indicates that several horizontally adjacent blocks are present and to separate
them it is enough to segment in the valleys. The final result of blocks extraction
is illustrated in Fig. 10.b.

Textual blocks identification and lines extraction As we said before, the
blocks may be textual, formed of several text lines, or non-textual. To identify
the textual blocks among all the extracted blocks, we examine each block and
test whether it consists of several text lines or not. In fact, we have already
extracted the text lines using RLSA during the first step of segmentation, but
this first segmentation may not be precise because of the presence of noise pasting
two lines together, for example. This is why we propose to carry out a second
extraction of text lines to confirm.

However, the presence of text lines in a block may be tested based also on
the analysis of projection profiles. Thus, we calculate the histogram of horizontal
projections of each block extracted from the binarized image (before segmenta-
tion). The presence of several (more than 1) global minima, with few black pixels,
in the histogram may show inter-line spaces for a textual block. A text line will
be between two successive minima. To ensure that this is really a textual block,
we apply in a second time the analysis of vertical projection profile for each text
line obtained from the first analysis. The presence of several white valleys in the
histogram shows certainly interword spaces. Obviously, the absence of interline
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and interword spaces confirms that it is not a textual block. Fig. 11 illustrates
the horizontal projection profiles of a textual and non-textual blocks.

Fig. 11. Horizontal projection profile, (a) of a textual block, (b) of a non-textual block.

Distinction between tables and graphics Once the textual blocks are iden-
tified, only non-textual blocks remain. These can be tables or graphics (logos,
stamp and signature). To distinguish tables from graphics we rely again on the
use of Radon transform. In fact, Radon transform seems a good choice because
it allows to detect the presence of straight lines. These are considered as the key
element to discriminate the presence of tables. Thus, Radon transform is applied
to each non-textual block extracted from the binarized image (before segmenta-
tion) in order to check for the presence of straight lines in this block. As we have

Fig. 12. Detection of a table, (a) table image, (b) its Radon transforme.

already said, Radon transform returns peaks in the form of dots, which signal
the presence of straight lines. Fig. 12 shows the result of Radon transform on
a table image. The Radon space thus constructed indicates the presence of 10
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points of strong luminosity indicating the presence of 10 lines in the table image:
4 points corresponding to the horizontal lines and 6 points corresponding to the
vertical lines.

In the case where the non-textual block does not contain straight lines
(graphic), Radon transform of this block does not present any peak as a point
of strong intensity (Fig. 13).

Fig. 13. Detection of graphic, (a) stamp image, (b) its Radon transform.

Text extraction from tables the last step in our approach is the extraction
of text from the tables identified in the previous step. To detach the text from
a table, we proceed to the segmentation of this table, extracted from the binary
image, in columns and then in cells, and we also make use of the analysis of
projection profiles.

Segmentation into columns The segmentation of a table into columns is done by
analyzing the profiles of vertical projections. But before that, it is necessary to
remove the tables border. To do this, one has only to perform a connected com-
ponents labeling, only on the area of the image containing the table. The largest
connected component is the border of the table and it will be eliminated. Then,
the histogram of vertical projections is built on the area of the table without
border. The sequences of white pixels of the histogram correspond certainly to
inter-column spaces. The separation of columns is done by segmenting the table
in these sequences.

Columns segmentation into cells and extraction of their content The cells are
segmented from the columns by analysis of horizontal projection profiles. Thus,
on each column obtained, the histogram of horizontal projections is calculated.
The peaks of the histogram represent the cells of the column and the valleys
correspond to the spaces between the cells. The separation of the cells and the
extraction of their contents is done by dividing the column in these valleys. Fig.
14 illustrates the result of this step on the scores table, where the content of cells
is colored in yellow.



Physical structure extraction... 67

Fig. 14. Text extraction from the scores table.

5 Experiments and results

In this section we present the experiments conducted in order to evaluate the
performance of the proposed system. We first describe the dataset used, the eval-
uation measures employed, and the results obtained together with a discussion
of these results.

5.1 Test dateset

As we said earlier, we are interested in this work to the analysis of Algerian
baccalaureate transcripts. Our test corpus used throughout our work is composed
of 40 images of baccalaureate transcripts between the years 1997 to 2017. The
documents in our test corpus are of different structures and formats making their
processing and analysis difficult. Examples of transcripts from our test corpus
are shown in Fig. 1.

5.2 Evaluation measures

The performance of our system at the block extraction level is measured in terms
of Recall, Precision, and F-Measure. Noting TP, FP, and FN, the number of true
positives, false positives, and false negatives respectively.

– A true positive is the result where the system correctly extracts a block.
– A false positive is the result where the system detects a block that does not

really exist.
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– A false negative is the result where the system fails to detect an existing
block.

F-Measure was introduced firstly by Chinchor in [10]. Because of its simplicity,
F-measure is considered one of the most used measures for the quantitative
evaluation of segmentation. F-measure is given by:

FM =
2 ×Recall × Precision

Recall + Precision
(2)

with : Recall =
TP

TP + FN
(3)

and : Precision =
TP

TP + FP
(4)

5.3 Results and discussion

The block extraction results for the 40 test images as well as the average re-
sults are summarized in table 1. From Table 1, we noticed that our system has
shown good performance for block extraction in terms of recall, precision, and
F-Measure.

Table 1. Blocks extraction results for all images of the test corpus.(T:Transcript,
P:Precision, R:Recall)

T #blocks TP FP FN R P FM T #blocks TP FP FN R P FM

1997 11 9 0 2 0,82 1 0,90 2013 13 12 0 1 0,92 1 0,96

1998 11 10 0 1 0,91 1 0,95 2013 13 12 0 1 0,92 1 0,96

2000 12 12 0 0 1,00 1 1,00 2013 13 11 0 2 0,85 1 0,92

2000 12 12 0 0 1,00 1 1,00 2013 13 12 0 1 0,92 1 0,96

2001 12 12 0 0 1,00 1 1,00 2013 13 11 0 2 0,85 1 0,92

2001 13 12 1 0 1,00 0,92 0,96 2014 14 13 0 1 0,93 1 0,96

2001 13 13 0 0 1,00 1 1,00 2014 14 14 0 0 1,00 1 1,00

2002 13 11 0 2 0,85 1 0,92 2014 14 14 0 0 1,00 1 1,00

2005 13 11 0 2 0,85 1 0,92 2014 14 13 0 1 0,93 1 0,96

2007 13 13 0 0 1,00 1 1,00 2014 14 14 0 0 1,00 1 1,00

2008 13 12 0 1 0,92 1 0,96 2014 13 11 0 2 0,85 1 0,92

2009 14 13 0 1 0,93 1 0,96 2014 13 11 0 2 0,85 1 0,92

2010 14 12 0 2 0,86 1 0,92 2015 14 13 0 1 0,93 1 0,96

2011 14 12 0 2 0,86 1 0,92 2015 14 13 0 1 0,93 1 0,96

2012 14 13 0 1 0,93 1 0,96 2015 14 13 0 1 0,93 1 0,96

2013 13 11 0 2 0,85 1 0,92 2015 14 11 0 3 0,79 1 0,88

2013 13 12 0 1 0,92 1 0,96 2015 15 13 0 2 0,87 1 0,93

2013 13 13 0 0 1,00 1 1,00 2015 15 11 0 4 0,73 1 0,85

Average 0,91 1,00 0,95
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Thus, the system was able to extract 91% of the existing blocks in the 40
transcripts images used in the tests with a perfect precision of 100%, and thus
shows a high compromise between recall and precision (F-Measure = 95% ). The
analysis of the individual results shows us that 9 transcripts produced a value
of F-Measure = 1, i.e. the physical structure of 9 among the 40 transcripts has
been fully recognized. In addition, 15 transcripts have a F-Measure value greater
than 95%. Finally, the somewhat low value of F-Measure with some transcripts
is caused by defects in the original transcripts and not gaps in our system.

6 Conclusion

Technological innovations, including computers and informatics, produce an in-
creasingly complex quantity of documents. This mass of documents has forced
people to look for ways to exploit them easily and more effectively. New fields of
research, including document analysis and recognition, and electronic archiving
were born. Each of these areas integrates a multitude of research tracks whose
segmentation or extraction of the physical structure of documents is one of the
most important.

In this paper, we proposed a segmentation approach for a particular type of
document, namely Algerian baccalaureate transcripts. These are of considerable
importance in the student’s file. The goal is to develop the core of a system
for digitization, analysis, recognition, and retrieval of archives documents within
Algerian universities.

The proposed approach may be classed within the category of hybrid meth-
ods and it consists of several stages of processing gathered in two modules. A first
module incorporating various preprocessings, namely filtering, grayscale trans-
formation, binarization, and skew correction, aimed to improve the quality of
the input images and preparing them for the following steps. The second mod-
ule aims to extract the physical structure of the baccalaureate transcripts by
applying several steps. First, the border of the transcript is removed because it
does not provide any relevant information. After that, a first lines segmentation
is performed based on the RLSA algorithm. The lines are then combined into
blocks by applying RLSA again and then by analyzing projection profiles. The
textual blocks are next identified and their lines are extracted by alternating
horizontal and vertical projection profiles. Non-textual blocks are separated into
tables or graphics using Radon transform. Finally the tables are segmented into
columns and cells and their contents are extracted.

Several tests have been conducted on a local image dataset to evaluate the
performance of the developed system and the results obtained are encouraging.
These results show the reliability and robustness of the system developed and
confirm the effectiveness of the proposed segmentation approach and the validity
of the choices made during the system design.
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