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COMPARATION OF TWO METHODS FOR A DIFFERENTIAL
EQUATION WITH VARIANT RETARDED ARGUMENT

) Arzu AYKUT
Atatiirk Universitesi, Fen Edebiyat Fakiiltesi, Matematik Boliimii, Erzurum.

Abstract

In this paper, we applied two approximate methods for the solution of a boundary value problem
for a differential equation with retarded argument:

x"()+a(@)x(t—(t) = 1 (t)
x() =) (4, <t<0) x(T)=x,,
where a(t), f(t), z'(t) >0 (O <t< T) and go(t) (ﬂo <t<0) are known as continuous functions.
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GECIKEN DEGISKENLI DIFERENSIYEL DENKLEM IiCiN iKi
YONTEM KARSILASTIRMASI

Ozet
Bu makalede, geciken degiskenli diferensiyel denklem i¢in konulmus

x"()+a()x(-7() = /()
x(() =) (h<1<0) x(T)=1x,
sinir deger probleminin yaklasik ¢oziimiinii bulmak i¢in iki yoéntem uygulanmis ve bu yontemler
mukayese edilmistir.
Anahtar Kelimeler: bayag: diferansiyel denklemler, sinir deger problemi, ardisik yaklasiklar
yontemi

1. Introduction

A common method used for the analytical solution of the boundary value problems is the
integral equation method [1,2]. With this method, we obtain an integral equation that is
equivalent to the boundary value problem and the solution of the integral equation is defined
as the solution of the boundary value problem. The equivalent integral equation is usually a
Fredholm equation in the classical theory. In this study we obtain a Fredholm-Volterra
integral equation different from classical theory for the problem

x"(t)+a(r)x(t—7()) = /(1)

x(O) =) (<1<0) x(T)=x,
where 0</<7 and 4@), £(t).z()=0 (0<r<T)aNd (1) (1, <r<0) are known as
continuous functions. The Fredholm operator included in the equivalent integral
equation is an operator with a degenerated kernel. We applied the modified two sided
approximations method and consecutive substitution method for problem (1). Earlier the
method two sided approximations method and modified successive approximations
method have been investigated in [3].

In this study these methods were applied to the boundary value problem with retarted
argument. We investigated the solution for arbitrary continuous function 7 () .
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2. An equivalent integral equation

In problem (1), if we take A(¢) = ¢ —z(¢) then ¢, €[0,¢] is a point located at the left side
of T such that conditions A(#,) =0 and 1(r) <0 (0<17<t¢,) are satisfied, where,
Ay =ming_,. A(f)- We assume that A(¢)is a nondecreasing function in the interval [t0,1]
and the equation A(f) =oc has differential continuous solution 7 = y(c) for
arbitrary o € [0, A(¢)]. It can be seen that if x" (¢) is a solution of the boundary value

for problem (1) then x* (¢) is also the solution of the equation
x(t) = h(?) +%jﬂr (T - s)a(s)x(s — 7(s))ds —jo (t = 5)a(5)x(s = 7(5))ds. w+reerermsreessenes (2

Here, /(1) = p(0) - (x, - (p(O))%—% [, @ =5)1(s)ds+] (t=5)1 (s)ds.

Let o =5 —7(s). Therefore Eq. (2) can be written as follows:

50 =hO+2 [ (7 - 1(Natr(@)x(o)y (0)do

.............................................. ©)
22~ r(@Na(r(eNx(e)y (0)do,
where
WA=+ L[ =N DO OMO )
[ =@ alr(@Ne(e)y (@)do,
LetK, (o) = (T~ y(0))a(y(0))y'(o)and K (1,0) = (t — y(0))a(y (0))y' (o).
Therefore, we write
i+ L[k do— "k d 5)
x() = h(e) + - [ K(o)x(0)do [ K(t,0)x(0)d0 i
or x(t):h(z)+%le+le ................................................................................. (6)

where . . _ IW) K, (c)x(c)do 1S the Fredholm operator, j, . _ ‘IM K(t, 0)x(c)do 1S the Volterra
A o 1 A o '
operator. Eqg. (6) is a Fredholm-Volterra integral equation and it is equivalent to problem (1).

3. Modified two sided approximations method

In this section, we will use the modified two sided approach method for the solution of
the equation (5). This equation equivalent to the problem (1). Suppose that the sings of the
y'(t) and a(z) functions are fixed in the intervals [0,4()] and [0.r]- Let a(r)=0
(0<r<T)and x(f)>0 (0<t<T). Therefore, the Fredholm operator F)x is non decreasing
and the Volterra operator - . is non increasing. Let us chose that the values of the first lower

approach X and first upper approach ;_and these approach satisfy conditions

—_ _ t —_
EOSHEES V5, RO2hehER, e W
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x =
ANA 70 S X0 e (8)
The other approaches are defined by

X, (6= h(z)+%ﬁ:,£k +V, T
7 0) =}2(ﬁ)+%fﬂ;x+ﬁfa£n_l .......................................................................... ©)

In order to obtain solution of the problem (1) by using this method we will consider
the following theorem.
Theorem 1: Suppose that

1 A(T) (1)
a=1-2r@=0 ad ¢=(["" 1K (@) do+1) [ 1K) do<1.

Therefore the problem (1) has the unique solution and this solution is determined
by limit’s of the upper and lower approximations are

t - t -
X, = h+EF).h+VAx"’1 +EF4V4)C”71

Y=ht L FhiV,x +——FVx  (1=12,..)-
Ta ~ ” Ta
The convergent speed is also determined by inequality || x, —x |I< ¢"|Ix, - x, |I-
Proof: In order to find approach x (¢)and X (z) given by (7) we will use the
auxiliary equation
- t
y(t) — h(t) +FF1y ............................................................................................ (10)
The equation (10) is Fredholm integral equation with degenerated kernel and this

equation has a solution. Where F, y = ¢. By hypothesis we write, o — 1_11:1, £0.
T

Hence , the solution of the equation (10) is
BT () N (11)
Ta

If we chose f=h+ Vl;n—l or h=h+V,x,, then lower and upper approximations are
determined by

X, =ht = Fh+V, %a+——FV, %1
Ta ~ Ta

;n=h+LFﬂh+Vﬂ£H+LF1V1{H (1=1,2,...) sreeererseessssss s (12)
Ta Ta

Thuslimx, () =x(t) ~ lim () =x()

Suppose that the first lower and first upper approaches satisfy the conditions (7) and
(8). Therefore one can show that approximations x (¢)and ;n(t) defined by (12) non

decreasing and non increasing respectively and x (¢)not great x,(z). Thus, the limit’s

of the functions x(ryand x(r) in (9) is solution of the problem (1) as 7 — oo. Now let
us calculate y, (1) - x, () - We write
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xa(t)—x,(t) = _TL A TR T (o R [E— (13)
[24
from (12). Hence , we obtain
— 1 —
|30 -x, () [ La'( [ 1K @1 do+1) [ K (o) do } [ERGEEOTE
By the hypothesis we write g= |71|(J-:<r) 1K, (0)] da+1) 'f:(ﬂl K,(0)| do <1.

Therefore ||x, (£) - x, (£) II< ¢ || x, (¢) —x, (1) ||

4. The consecutive substitution method

If we substitute right side of equation (6) instead of xin the operator V,x to
equation (6) then we obtain

If we rewrite the right side of equation (6) instead of x in the operator fo to
equation (14) then we have

x(t):h(t)+Vﬂh+V21h+[%+Vl%+V21%}Fﬂx+fo ................................... (15)

When this operation is applied of n time we have

N i N i 4 n+!
x=;V1h+;V1 FFAx+VA 'x

If we choose , () = z Vih, a(f)= Z Vi % then it becomes
i=0

i=0

X=h, (£)+ @, () F, X4V i (16)

Now we can proof that the formula it is true

|V x |Sm (€ N) v 17)
n:

for the operator V,x = —J'OMK(t, s)x(s)ds (0<t<T) (18)

As a result of this we neglect the operator | Vf+1x| in equation (16) for #z’s which

are big enough. Thus the consecutive approximations are formed by taking the Volterra
operator into consideration.

X, (8) = 5, () + @, (€)X, oo (19)
Theorem 2: Let 7(r) > 0,a(t), f(t) (0<t<T) be the functions given in problem (1)

and ¢, :1_'[:(” K,(s)h, (s)ds # 0310 1im 4 [Kiﬂ - such that

A =1+Mj””|1<l(s)|ds
la, |
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Then the limit of the approximations . (5y—j (1)+ a,(t) J’“(”Kl(s)h (s)ds
n n a" o n

converges to the solution of problem (1) and the speed of the convergence is determined by

|x, () —x(t)|< A4, [K/ZET)]

Proof: Eq. (19) is the Fredholm integral equation with a degenerated kernel. The solution of

A(T)

5,0 =1, O+ [ @, () Ky ()%, (5)dS o (20)

is the same as the solution of eq. (16) and problem (1). Now, let us find the solution
of equation (20). So, we use auxiliary equation, y(¢)=h, (t) + a, (t)F,y Where F,y
is shown as 7, y=c .Thus y(t) is like that

V@) =D, () + @, ()€, v, (21)

Therefore e e

! cn :J.O Kl(s) hn (S) dS+ cn J.O Kl(S) an (S) dS

When a,=1- J’:(T) K, (s)h,(s)ds #0 is given ¢, is found as follows

c, :ij'l(T)Kl(S) By () s+ (22)
a,°
If we use equation (22) in (21), for n=1,2,... then
X, 0= hn ® +a"_(t)J.:(T)K1 (s) hn (8)ds o (23)
al‘l

This operation is the approximate solution of problem(1) that is, the limit of x, (¢)

converges to the solution of problem (1).
Now let us determine the error of the approximate solution of eq. (23). Using (16)

and (19), wereach x — x, =a, (1) F, (x — x,) + V) "'x
If it is accepted that £ is ¢ =x - x,, then we obtain the Fredholm integral equation

with a degenerated kernel
e=a,(t)Fe+ V/{”lx ........................................................................................ (24)
It was proven that solution of equation (24) is being found by using the following

. 1) ¢4
formula: e= V;Jrlx i a, Q) J:(T) K, (s) V/{Hlx (s)ds
a}’l
1 ”an ” A7) n+.
Thus, we write | - | s[1+mfo K () 1ds]l V7 (s)
Then, by the hypothesis, a4 :1+ME(”|K1($)| Js and we have
an

|x,(0)—x(@)] < 4,
Example 1. Let us consider the boundary value problem:

[l

[KAT)"
nl
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3
x"(6) + ex(¢ —%\ﬁ) =1 —%ﬂ 0<<1),

x(t)=0 -1/16<¢<0),

x@) =1

This equation can be written as the Fredholm-Volterra integral equation

409 1., 21 ¢ e , 3+280-800?
=—rxt+—t ——1>+— 3+40-160° + ————— d
0= 225 2" "35" Y16y { o= Ties  |V@de 27)
=1 _ _ _ 2
- 2 (4r-1)+ (16-12)5 —1602 + H D (482000 =800 | ;0
16-° V1+160
7 2
Let ()= Lyt 22, (o)=L 344016024 3H280 800" |,
® 420 35 (o) 16 +40-160° + oo

K(t,0)= %{(m 1)+ (161-12)0 1607 +

and F,x= J.OMK1 (o) x(o)do,

(4t -1) + (48t — 20)o — 805"

J1+160c

(1
V,x= —IO IzK(t, o)x(o)do.

Therefore, the integral equation (20) can be written as

|

X(2) = A(E) F1F,X VX oo e (28)

and this equation is equivalent to problem (26). Some values of the solution of this
equation are obtained by using the method of modified two sided approximations and
the method of consecutive approximations of order two which are given in Table 1,
where the first approximation is x, () = (409/420)z.

Table 1. Values at some point in the interval [0,1]

t, x(t,) xP(2) xX2(1) &,(t) &, (1))
0.00 0.00 0.0000000 | 0.0000000 0.0000000 0.0000000
0.25 0.25 0.2501598 | 0.2501078 0.0001598 0.0001078
0.50 0.50 0.5001671 | 0.5000684 0.0001671 0.0000684
1.00 1.00 0.9999999 | 0.9999046 -0.0000001 -0.0000954

X The modified two sided approach method; x(®: The consecutive substitution
method. & and &g, are speed of the modified two sided approach method and the
consecutive substitution method, respectively.
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