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Introduction. Partial Integral Equations arise in the Quantum Theory of Fields
[1], in some problems of building Mechanics [2], in some questions of technique,
namely, problem of stability of rotor [3] and in the investigations of spectral properties,
particularly, bounded states of many particle operators which appear in Quantum
Mechanics, Solid Physics [4].

Let us turn our attention to the last studies of E. Culfa on Partial Integral
Equations:

Existence and uniqueness of solution of Partial Integral Equations with one-
dimensional degenerate kernels are considered and for the solution an exact formula is
obtained [5]. Partial Integral Equations with Fredholm’s Type kernels are, under some
conditions based on the kernels, equivalent to the Fredholm’s Second Type Integral
Equation [6]. Partial Integral Equations with N-dimensional degenerate kernels are
eqivalent to the Fredholm’s Second Type Integral Equation with degenerate kernels [7].
A special system of Partial Integral Equations with two variables in common case is
investigated, and then by applying new methods, the exact solution formula is we

obtained [8].
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Let us consider the following special system of Partial Integral Equations with two

Variables

u(x,y) =£(x,) +2 j K (6 ), (6, e, y)dt+2 j M, (6N, (5, s)u(x, s)ds+

+§Jﬁﬂxwgﬁswm@mﬁ

(M
where u(x,y) is an unknown r dimensional vector, f(x,y) is r dimensional known

vector function,

Ki (xa y)azi (xa y)an (xa y)aNj (xa y)af)k (x, y) and Qk (X,J’) are known
continuous r x r dimensional matrix functions on [a,b]x[c,d].

Substitute the followings in the equation (1)

y—Z;(d c)+ec,
S a d—c)+
s = b ( c)+ec,

Then the unknown vector function u(x,y) becomes

u(x,y)= u(x,;j:z (d—c)+ c), (x,y) €la,blx[a,b]

and we get

u(x,y)= x,i (d —0) +c)+ l{x, (d —C) +C)Z( (d —0)+c Wt y)d+

b — —
0 _ _ d—
+ZIMJ.(X,Z_;I(d—c)+c)Nj(x,Z_Z —c)+c)b_

J=la

C
u(x,5)ds +
a

] bb
T e ve o1 o e s

k= laa
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Because of no limitations in general, we can take ¢ and d as a and b respectively. It
is clear that our problem reduces to finding the solution of system (1). For this aim, we

will use the following denotations.
b

a,(y) = [ Z,(t, yyult, p)dt i =1,...m,
ba

Bi(x)= [N, (x,9)u(x,8)ds,j = L. m,

a

b b
a, = [ [0, (t,)u(t, s)dsdt Jk =1,....1,

2

where o, (y), B ;(x)are r dimensional unknown vector functions and a, is r

dimensional unknown vector.

By putting (2) in the equation (1), we obtain

59) = 059+ YK (600 () + 2 M (5B, (9 + Y, B e

3)
By substituting (3) in (2), we received
b m n !
G0)=|Z eI+ YK 6000+ DM IO+ Y Py M=
e = = =
“

BO=[ N9+ Y K900+ XM )+ A =h

(5)



68 OAAEAEE EEE TAAD A£O0DTAEU
0. =[ QI+ SK 40+ SMEIB O+ TP Msd=L...L

(6)

Let us denote:

£0)=[Z@nf @y,
4,(») = [ Z,(6)K (6, )dt, j =1,...m,

b
By (») = [ Z,(t, )P, (6, y)dte =1,...,1,

b
Ay (¥) = [N, (x, )M, (x,5)ds.q = 1,....n,

B (x) = [N, (x,5)P,(x,5)ds,

a

d, = j.ij (t,8)f(¢,s)dsdlt,

D, (») = [0, (6K, (¢, y)dt,

Dy (x) = [ 0, (6, )M, (x,5)ds,

a

b b
Cy = [ [0 t:5)P.(t,5)dsdtr =1,....1, )



FEN BIiLIMLERi DERGISi 69

where f,(»), f ,(x)are rdimensional vector functions, d is rdimensional

vector, 4,(¥), By (»), Ap(x), Bu(x), Dy(1),Dip(x), are rxx

dimensional matrix functions and C & 15 T dimensional matrix.

(6)

®)

©)

By the help of denotations given in (7) we can rewrite the expressions (4), (5) and

n b

G0) =00+ 34,000 00+ Y B0, + X[ Z W 6B O =1...m

JA

B,(0)= j;(x)+i21,,q(x) B, (x)+Zqu(x)ak +i[1\;7(x,s)1<j (50 ($)dsp=L...1

JFla

m b n b

a,=d, + ﬁ Cpa, + Y [ Dyet;()ds + Y. [ Dip (Dt =1,.,1.
r=1 i=1 4

p=l q
(10)

Under the following conditions:
det[7, — 4(»)] %0, Vyela,b],
det[7, - 4(x)]# 0, Vxe[a,b],
det[7, - C] % 0, (11

where [, is a mr X mr-identity matrix.
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4,(y)  A4,(»)

A A
A(y) = 2(») »(»)

Aml (y) AmZ (y)
An (%) An (%)
— Ao (%) A (%)

An(x)  Am(x)

From (11), we get

F,(»)
Fy(y) Fp(y)

(Le=4(1)) =

le(y) FmZ(y)
Fn(x) Fi (x)
le(x) Fzz(x)

(7, —40)" =

Fu(x) Fan(x)

Gll G12
(Ilr _ C)—l — G21 G22
Gll G12

Alm (y)
A2m (y)
Amm (y)
A (%) G G,
. A (x) C= G, G,
Znn (X) QI Cl2
Fio(») £, (3)
FZm (y)
Eom(Y)
Fln (X)
. F2n (X)
an (X)
Gll
GZ[
GH

where F(y), Fip(x), G, are rx r matrixes. If we take into consideration of

inverses of the matrixes
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I, — AW, — A(x).1, —C.x€ [a,b],ye [a,b].

which are given in (12), then we rearrange the systems, then we get the following
systems of equations
n b

aM=3F cy)f(y>+28vk(y)ak+212 (t39M, ()8, (O] = ...,

r=lg
(13)

B,(x)= zF,,v(x)[f +Zka(x)ak+sz (x,OK  (x,0)0, (t)df],p =1,...,n,

J=la

(14)

ZGkS d, +ZJDSJ (0)e, (t)dt+ZDsq(t)[3 O)dilk =1,...,1

J=la
5)
Substitute (15) in (13), (14) and interchange x and y. Then we get

o, (x)= ZEv(x){f (x)+223 )G, [d, +2j (e, (t)dt+ij2),gp(t)ﬂp(t)dt]+

k=1 s=1 J=l a

+ijv(z,x)Mp(t,x)ﬁp(z)dz]}j=1,..,m (16

r=la

k=1 s=

B,)= ZFW(x f(x)+§ZB»k(X)%[d +Y[D ey (t)dziﬁlq(t)ﬁ (r|+

+i"}\fv()@t)1(j(x,t)og(t)dt},p=l,---ﬂ (17

Ja

Let us use the following denotations:

o (x) B (x)
V(x)= (ﬁ( )} (x)= o, (x) B(x)= ﬁz(x)

(x)
o (X) /3n (X)
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K 1(XJ) Kz@t)
K (x0) K x1)
K, (x0) K0
R(x0)  rfx0)
R xt)  rAxh)

R,(x0)  ry(x0)

K, (x0) 1:? (051) {iz(x,t)
Koy KfxD) K x0)

K, fx) K(ct) Ky(xh)
R0 Rilt) RAxr)
R, () Rixt) RAxr)

R (x0) Ri(xf) Re(xd)
L, (x)

(){En()_zw>u)_@uy

where,

K, (x,0) =

K, (x0)= 2 v (%)

Am:imu{ﬁw+

Ly(x)

(18)

3

- ifw (x)[ 1,0+ ZZEW ()G d,

R, (x,0)= Fpv(x)

no__
v=l [

L,(x)

B, (0)F, (x)G Dy (%),

k=1 s

ﬁ%w%ﬁmﬁ

/

:|,p=1,2 ..... n

I:Qn(x, )’
K, (x1)
K, )
Rlx1)
Rou(x;1)

Rulxt) ,

[ZV (t,X)M , (t,x) + i ﬁ B, (x)G,. Dy (1) ]

ﬁﬁ%wmgﬁwm+Nux0KAnm}
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R0 =Y F (03 Y G D (),

s=1 s=1

(19)
i’j = 1’27---7 m,p,q = 1,2,..., n

Put the denotations (18) and (19) in the vector system (16) and (17), then we get
b
V(x)= [ K(x,5)V (s)ds + H(x), where x€ [a,b].

(20)

Suppose that 1 is eigenvalues of kernel matrix K(x,t) with multiple e and
0, (x), @ 5 (X)yeers @ v (x) are eigenvectors of kernel matrix K(x,t) with

respect to the eigenvalue 1. Then, 1 is eigenvalues of kernel matrix K*(x,t) with

multiple e, where K* is conjugate to the matrix K. Let
0, *(x),(p2 *(x ),. P, *(x) be eigenvectors of kernel matrix K*(x,t) with respect
to the eigenvalue 1.

Now we introduce the scalar product <u, v>of u=(u,, u,,...,u, ., ),

m+n
) as follows <u, v>= 2 u, v, and also we assume that

i=1

v=(V;, Vy,..., V

m+n

the following conditions hold:
b
J.<(pl, *(x),H (x)>dx=0,i=12,...,e
a

21

Then the system (20) has many parametric solutions as follows
Vs V(0)+ ), Co .
i=l

(22)
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Where V,(x) is any arbitrary solution of system (20), C,, C,,..., C, are any
arbitrary constants.

To solve the system (1), we put firstly the formula (22) in (15) and secondly (15)
and (22) into (3) and then we obtained the general solution formula.

By the way, we proved the following Theorem.

Theorem. Let the conditions of (11) and (21) be held. Then the system (1) will
have e — parametric solutions in space C, ([a,b]x[a,b]) and also its general

solution can be represented in the forms of (3), (15) and (22).

Remark. If condition (21) is not kept, then the system (1) has no solution.
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